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Biost 514 / Biost 517: Applied Biostatistics I

Emerson, Fall 2009
Homework #4
October 21, 2009
Written problems: To be handed in at the beginning of class on Wednesday, October 28, 2009. 
On this (as all homeworks) unedited Stata output is TOTALLY unacceptable. Instead, prepare a table of statistics gleaned from the Stata output. The table should be appropriate for inclusion in a scientific report, with all statistics rounded to a reasonable number of significant digits. (I am interested in how statistics are used to answer the scientific question.)

Problems 1 - 3 make use of the university salary data (salary.txt). The class web pages contain an annotated Stata log file (initsalary.doc) illustrating the way in which this data can be input into Stata. In particular, I illustrate how string variables can be encoded and how labels can be associated with particular values of variables. Because this is a very large file, you might also have to tell Stata to increase the amount of memory it is using for data. 

Salary raises and inflation are most often expressed on a multiplicative scale. That is, we talk about a percentage raise or percentage inflation. For this reason, it is often both scientifically and statistically preferable to analyze salary data after a logarithmic transformation. This is often equivalent to summarizing the salary distribution by geometric means and comparing distributions across groups by the ratio of geometric means. In Problems 1-3, I ask for statistical analysis on the scale of the log monthly salary. This can be effected in Stata by generating a new variable:

· generate logsalary = log(salary)
(in Stata, the log( ) function computes the natural log, which you may have previously encountered as ln ( )).

In the first three problems, you are asked to produce scatter plots with superimposed lowess smooths and/or least squares lines. The following command (which should all be typed into the Commands window prior to hitting ENTER) would produce a scatter plot of 1995 salary by year first hired at the university. On this graph, males and females would be displayed in different colors, and the lowess and least squares estimated lines for each sex would be displayed as solid and dashed lines, respectively, in the same color. I also include the lowess and least squares lines for the entire sample in black:

twoway (scatter salary startyr if year==95 & female==0, jitter(1) col(“blue”))

       (lowess salary startyr if year==95 & female==0, col(“blue”))
       (lfit salary startyr if year==95 & female==0, col(“blue”) lp(“-“))

       (scatter salary startyr if year==95 & female==1, jitter(1) col(“red”))

       (lowess salary startyr if year==95 & female==1, col(“red”))

       (lfit salary startyr if year==95 & female==1, col(“red”) lp(“-“))

       (lowess salary startyr if year==95, col(“black”))

       (lfit salary startyr if year==95, col(“black”) lp(“-“)) 

(The above graph is perhaps a bit busy, but I just gave all the commands so you could see what the commands do.)
You are also asked to find correlations, both in the entire sample and within strata. This can be effected through the use of the command correlate with and without the bysort prefix. For instance, the correlation between the logarithm of the 1995 monthly salary and the year first hired at the university could be obtained for the entire sample and within sex strata by:
cor logsalary startyr if year==95

bysort female: cor logsalary startyr if year==95

In solving Problems 1 – 3, you should be considering the ways that correlation is influenced by the slope of a linear trend between two variables, the variance of the “predictor”, and the within group variance of the “response” (where we are speaking of the variance of the “response” within groups which have identical values of the “predictor”). While it is sufficient for my purposes that you might consider these issues descriptively from the scatterplots, I note that we can also use Stata to give us numeric estimates of these quantities. For instance, if we were interested in the correlation between 1995 monthly salary and year hired, I might choose to regard salary as the “response” and year hired as the “predictor” to examine:

· The correlation between salary and year hired using commands as given above.

· The variance of year hired using summ startyr if year==95 to obtain the standard deviation (which is just the square root of the variance).

· The slope and within group variance of response using the linear regression command: regress salary startyr if year==95, which would generate output looking like

. regress salary startyr if year==95

      Source |       SS       df       MS              Number of obs =    1597

-------------+------------------------------           F(  1,  1595) =  213.43

       Model |   781407281     1   781407281           Prob > F      =  0.0000

    Residual |  5.8395e+09  1595  3661133.64           R-squared     =  0.1180

-------------+------------------------------           Adj R-squared =  0.1175

       Total |  6.6209e+09  1596  4148443.26           Root MSE      =  1913.4

------------------------------------------------------------------------------

      salary |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

     startyr |  -70.01917   4.792764   -14.61   0.000    -79.41995   -60.61839

       _cons |   12069.47   391.7064    30.81   0.000     11301.16    12837.79

------------------------------------------------------------------------------

From this voluminous output, we would (at this time) be interested in only two numbers. The least squares estimate of the slope is the number in the row labeled “startyr” (since that was the name of the variable we used as “predictor” or X variable) and column labeled “Coef.” in the bottom table. The slope estimate is that monthly salary averages $70.02 less for every year difference in starting year (with more recent hires earning less money). The estimated standard deviation in each group hired during the same year is labeled “Root MSE”, and in the above table is estimated as $1,913.4. (I note that this estimates the standard deviation averaged across all starting years.) We could then find Var (Y | X) as the square of the “Root MSE”.
In order to get estimated slopes and within group SD for a stratified analysis, you can again use the bysort prefix. For instance, estimates within sex strata could be obtained by:

bysort female: regress salary startyr if year==95

Questions for Biost 514 and Biost 517:

1. Produce a scatterplot of the logarithm of monthly salary in 1995 (on the Y axis) versus the year that the highest degree was obtained (on the X axis). Use a different symbol or color for each field, and display stratified lowess smooths on the plot. (You could also display least squares fits to be able to assess the slope of the best fitting linear trend.
a. What is the correlation between the log salary and year of highest degree?

b. What is the correlation between log salary and year of highest degree for each field separately?

c. How do you explain any difference you observe in the answers to parts a and b? In particular, why might you expect the correlation to be lower in the combined sample than it was in each stratum defined by field? Consider the statistical behavior of correlation as it relates to the slope of linear trend, the variance of the “predictor”, and the within group variance of response in groups homogeneous with respect to the “predictor”. Also consider the scientific issues that might lead to that statistical behavior.
2. Produce a scatterplot of the logarithm of monthly salary in 1995 (on the Y axis) versus the year that the highest degree was obtained (on the X axis). Use a different symbol or color according to administrative duties, and display stratified lowess smooths on the plot. (You could also display least squares fits to be able to assess the slope of the best fitting linear trend.
a. What is the correlation between the log salary and year of highest degree?

b. What is the correlation between log salary and year of highest degree for administrators and non-administrators separately?

c. How do you explain any difference you observe in the answers to parts a and b? In particular, why might you expect the correlation to be higher or lower in the combined sample than it was in each stratum defined by administrative duties? Consider the statistical behavior of correlation as it relates to the slope of linear trend, the variance of the “predictor”, and the within group variance of response in groups homogeneous with respect to the “predictor”. Also consider the scientific issues that might lead to that statistical behavior.
3. Produce a scatterplot of the logarithm of monthly salary in 1995 (on the Y axis) versus the year that the highest degree was obtained (on the X axis). Use a different symbol or color for each rank, and display stratified lowess smooths on the plot. (You could also display least squares fits to be able to assess the slope of the best fitting linear trend.
a. What is the correlation between the log salary and year of highest degree?

b. What is the correlation between log salary and year of highest degree for each rank separately?

c. How do you explain any difference you observe in the answers to parts a and b? In particular, why might you expect the correlation to be higher or lower in the combined sample than it was in each stratum defined by field? Consider the statistical behavior of correlation as it relates to the slope of linear trend, the variance of the “predictor”, and the within group variance of response in groups homogeneous with respect to the “predictor”. Also consider the scientific issues that might lead to that statistical behavior.
The following problems make use of a dataset exploring the prognostic value of prostate specific antigen (PSA) on hormonally treated prostate cancer. The documentation file psa.doc and the data file psa.txt can be found on the class web pages. (Note that the variable inrem is a string variable and there are several variables containing missing data.)

Recall that when analyzing censored data, descriptive statistics are obtained in Stata using its facility for Kaplan-Meier estimation:

· You will need to create a numeric variable indicating which observation times are not censored. For instance:
gen relapse= 0

replace relapse= 1 if inrem==”no”

· You will need to declare the variables representing the possibly censored times to relapse: stset obstime relapse
· To obtain a graph of survival curves, you can then just use sts graph. (If you want stratified curves by, say, tumor grade, you use the by( ) option: sts graph, by(grade).)
· To obtain numeric output of the estimated survivor function you use sts list with or without the by( ) option. If you only want the survivor function at specific times, you can use the at( ) option, as well. For instance, the 6 month and 15 month survival probabilities would be obtained by sts list, at(6 15).
We are interested in estimating the probability of a patient remaining in relapse following hormonal treatment for prostate cancer.
d. Provide sutiable descriptive statistics for the distribution of times in remission for men receiving hormonal treatment for prostate cancer.

Produce a plot of relapse free survival curves by the groups defined by whether the nadir PSA value was less than 2 ng/ml or not.  Produce a table of estimates of the 75th, 50th, and 25th percentiles of the survival distribution by nadir PSA strata. Also include in that table the estimated probabilities of surviving in remission  for 12, 24, 36, and 48 months for each stratum. Are the estimates  suggestive that nadir PSA level affects relapse free survival? Give descriptive statistics supporting your answer.

e. Suppose we are interested in whether the nadir PSA provides information about time to relapse independent of bone scan score. How would you assess whether your answer to part b was merely reflective of confounding by bone scan score? Perform such an analysis and provide descriptive statistics addressing the possibility of an association between time to relapse and nadir PSA that is independent of the bone scan measurements.

4. Suppose we are interested in using the nadir PSA to predict whether a patient will still be in remission two years after receiving hormonal treatment.
a. What is the prevalence of relapse within 24 months in our sample?
b. Suppose we consider a threshold of a nadir PSA greater than 2 ng/ml to be a “positive” test result. What are the sensitivity and specificity of such a diagnostic criterion? Briefly explain how these were calculated.
c. If the sample accurately reflects the patient population of interest, what are the positive and negative predictive values of such a diagnostic criterion? Briefly explain how these were calculated.
d. Suppose instead that the sample that we obtained oversampled patients who would actually have relapsed. If the true prevalence of relapse in the target population were 40%, what would be the positive and negative predictive values of the diagnostic criterion based on a PSA greater than 2 ng/ml? Briefly explain how these were calculated.
e. Repeat parts b-d using a threshold of a PSA greater than 4 ng/ml.

Questions for Biost 514 only:

5. Simpson’s Paradox suggests that for events A, B, and C, it is possible that 
· for a stratum with event C being true, Pr(A | BC) > Pr(A | BcC)
· for a stratum with event C not being true, Pr(A | BCc) > Pr(A | BcCc)
· but in the combined strata, Pr(A | B) < Pr(A | Bc).
We want to show that our definition of confounding is related to Simpson’s Paradox. Thus, for events A, B, and C, with 
· Pr(A | BC) > Pr(A | BcC)
· Pr(A | BCc) > Pr(A | BcCc)
then show that either of the following conditions 
· B and C are independent, or

· A and C are conditionally independent when conditioned on B (so Pr(AC | B) = Pr(A | B) Pr(C | B) )
are sufficient (but not necessary) to guarantee Pr(A | B) > Pr(A | Bc) thus avoiding Simpson’s Paradox whenever we do not have confounding. (I want you to show both the sufficient and the not necessary parts.)
