Biost 518, Winter 2008
Homework #1 (revised)
January 14, 2008, Page 5 of 9

Biost 518: Applied Biostatistics II
Emerson, Winter 2008
Homework #1 (revised)
January 14, 2008
Note: This revised homework has added the problem (new problem #5) on clustered randomization that was accidentally omitted from the previous assignment. The due date has been extended therefore.

Written problems due at the beginning of class, Friday, January 18, 2008.
Note: The key to Homework #3 from Biost 518 Winter 2006 will likely be of great benefit in completing this homework.

All questions relate to the planning of a phase III clinical trial of a dietary intervention intended to improve cardiovascular health in a population of elderly adults.  Because we anticipate using an elderly patient population similar to that used in the cardiovascular health study, we will use the data in inflamm.txt (on the class web pages) to obtain estimates of the variances and correlations necessary to obtain power and sample size.

We consider below several different approaches which differ in the definition of the “treatment effect” (. I note here (and again below), that several of the options we consider would be considered highly inappropriate for a real study.
We desire to calculate the sample size required to detect a hypothesized effect of the new treatment on patient outcome. We intend to use a one-sided level α hypothesis test, and we want to have power ( to reject the null hypothesis H0: (.=  (0 when the “design” alternative H1: (.=  (1 is true.

For our measure of treatment outcome, we could consider

1. A surrogate clinical outcome of systolic blood pressure (SBP) after 3 years of treatment. We can summarize this clinical outcome according to (among others)
· mean SBP after 3 years of treatment,

· mean change in SBP after 3 years of treatment,

· geometric mean SBP after 3 years of treatment,

· median change in SBP after 3 years of treatment,

· probability of a SBP less than 140 after 3 years of treatment
2. The clinically relevant treatment outcome of myocardial infarction free survival (i.e., time to the earlier of myocardial infarction or death).

Recall from lecture that the most common formula used in sample size calculations is
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where

· N is the total sample size  to be accrued to the study,

· V is the average variability contributed by each subject to the estimate of the treatment effect ( (for each problem below, I provide the formula for V),

· (α( is a “standardized alternative” which would allow a standardized one-sided level α hypothesis test to reject the null hypothesis with probability (power) ( (note that many textbooks use notation in which the power is denoted 1-(), and

· ( is some measure of the distance between the null and alternative hypotheses.

Often clinical trials are conducted with a stopping rule which allows early termination of the study on the basis of one or more interim analyses of the data. When such a “group sequential test” is to be used, the value of the standardized alternative (α( must be found using special computer software. On the other hand, when a “fixed sample study” (i.e., one in which the data are analyzed only once) is to be conducted, the standardized alternative for a one-sided test is given by
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where zp is the pth quantile of the standard normal distribution. In Stata, the value of  zp can be found by using the function invnorm( ). For instance, if α = 0.025, the value of z0.975 can be found from the Stata command

disp invnorm(0.975).

(Stata would then display 1.959964.)
The formula for ( depends on the statistical model used, but is usually either

· ( = (1 - (0 (used for inference in “additive models” for means and proportions, and sometimes medians), or

· ( = log((1 / (0) (used for inference in “multiplicative models” for geometric means, odds, and hazards, and sometimes means and medians),

Section 1: Sample size calculations for analyses based on means.

1. (Obtaining estimates for use in sample size calculations when using mean SBP) When making inference about SBP using means (and differences of means), the formula for V will typically involve the standard deviation ( of measurements made within a treatment group. When using paired observations, the formula for V may also involve the correlation ρ between two measurements made on the same individual some time apart. We will derive estimates of ( and ρ from the inflammation study. The following estimates should be used as needed to answer all other questions. Using the inflamm.txt dataset available on the class web pages.
We must make note of a couple special features of this dataset. There were four clinical centers (“sites”) contributing data to this study. In some of the problems we are going to consider the effect of “cluster randomization”, so we will want to know the within site standard deviation of the measurements, as well as the correlation of measurements made within the same site.
a. Ideally, we want the standard deviation of SBP at baseline and the standard deviation of SBP measured after three years of treatment. However, as we only have ready access to a single cross-sectional measurement, we will have to use that data to estimate both SDs.What is your best estimate of the standard deviation of SBP within site? Report using four significant digits. (Hint: Recall that the output from a regression model will provide an estimate of a common SD within groups. So you will need to perform a regression that allows each site to have its own mean. This can be effected by creating three “dummy” variables site2, site3, site4 indicating the respective sites—the intercept will correspond to site 1.)
b. Assuming that the correlation ( of SBP measurements made three years apart on the same individual is ( = 0.40, what is the standard deviation of the change in SBP measurements made after three years within a site? Report using four significant digits.

c. What is the correlation ( between SBP measurements made on different individuals within the same site? Report using four significant digits. (Note that we have multiple measurements from each site, so the usual way we measure correlation will not work. Instead, we have to use the “intraclass correlation” which considers the variance of site-specific mean SBP across sites ((b2​ the “between variance”) and the variance of SBP within sites ((w2 the “within variance”). The intraclass correlation is defined as the ratio of “between variance” to “total variance”, where “total variance” is the sum of “between” and “within” variance: ( = (b2​ / ((b2 + (w2). Stata can compute this for us using the command “loneway systBP site”. We will talk more about “oneway analysis of variance” later in the course.)
2. (A single arm study of mean SBP after 3 years of treatment and effect of different levels of power) Suppose we choose to provide our treatment at a single dose to N hypertensive subjects. We use as our measure of treatment effect the mean SBP level at the end of treatment. Suppose from previous study we know that in the untreated state the mean SBP in the population of patients is 140 mm Hg, and we want to detect whether our new treatment will result instead in an average SBP level of 135 mm Hg. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the measure of treatment effect is ( = ( T,3 (the mean SBP in the patients receiving the new treatment after 3 years of treatment),

· the average variability contributed by each subject to the estimated treatment effect (the sample mean) is V= ( 2, and

· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size will provide 80% power to detect the design alternative?

b. What sample size will provide 90% power to detect the design alternative?

c. What sample size will provide 95% power to detect the design alternative?

d. What sample size will provide 97.5% power to detect the design alternative?

e. What sample size will guarantee that a 95% confidence interval for ( would not include both the null and alternative hypotheses?

f. Why is this a very bad study design scientifically?

3. (A single arm study of mean change in SBP over 3 years of treatment) Suppose we choose to provide the new treatment at a single dose to N subjects. We use as our measure of treatment effect the difference between mean SBP after 3 years of treatment and at the beginning of treatment (because we are using means, we know that the difference in means is the same as the mean change). From our previous study, we estimated that mean SBP at the time of randomization was 134 mm Hg, while the mean SBP after 3 years of treatment was 140 mm Hg, which increase we attribute to a tendency for the SBP to increase over time. The null hypothesis of no treatment effect is thus that the mean change will be 6 mm Hg, and we want to detect whether the new treatment will result in minimal progression, i.e., an average increase of 1 mm Hg (this hypothesis corresponds to the same difference hypothesized in problem 2). We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is ( = 0.975,

· the measure of treatment effect is ( =( T,3  - ( T,0 (the mean SBP in the patients receiving the new treatment for 3 years minus the mean SBP in those same patients prior to treatment), and

· the average variability contributed by each subject to the estimated treatment effect (the sample mean change) is V= 2( 2(1-ρ). (Compare this quantity to the squared standard deviation of the change observed in the pilot data.)
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size will provide 97.5% power to detect the design alternative?

b. What advantages or disadvantages does this study design have over the study design used in problem 2?

c. What would the correlation between measurements made on the same subject have to be in order to have this “pre/post” comparison less efficient than the study design used in problem 2?

d. Why is this a very bad study design scientifically?

4. (A two arm study of mean SBP after 3 years of treatment) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of r subjects on the new treatment to 1 subject on control. We use as our measure of treatment effect the difference between mean SBP at the end of treatment for patients on the new treatment and mean SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an average SBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is ( = 0.975,

· the measure of treatment effect is ( =( T,3  - ( C,3 (the mean SBP in the patients receiving the new treatment for 3 years minus the mean SBP in the patients treated with control for 3 years), 

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= ( 2(1/r+2+r), and
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size will provide 97.5% power to detect the design alternative when r=1?

b. What sample size will provide 97.5% power to detect the design alternative when r=2?

c. What sample size will provide 97.5% power to detect the design alternative when r=5?

d. What advantages or disadvantages does this study design have over the study design used in problem 2?

5. (A two arm study of mean SBP after 3 years of treatment with clustered data) Suppose we randomly assign N=mk subjects to receive either the new treatment or a control strategy, where m clinics, each with k subjects, are randomly assigned to the treatment arms. We use a randomization ratio of 1 clinic on the new treatment to 1 clinic on control. We use as our measure of treatment effect the difference between mean SBP at the end of treatment for patients on the new treatment and mean SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an average SBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is ( = 0.975,

· the measure of treatment effect is ( =( T,3  - ( C,3 (the mean SBP in the patients receiving the new treatment for 3 years minus the mean SBP in the patients treated with control for 3 years), 

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 4( 2(1+(k-1)() with ( the intraclass correlation of measurements made from the same clinic (note that this formula differs from that given in class only because here we are computing the number of patients N, and in class the formula would have been appropriate for computing the number of clinics m), and
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size N will provide 97.5% power to detect the design alternative when k=15?

b. What sample size will provide 97.5% power to detect the design alternative when k=30?

c. What advantages or disadvantages does this study design have over the study design used in problem 4?

6.  (A two arm study of change in SBP after 3 years of treatment) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of 1 subject on the new treatment to 1 subject on control. We use as our measure of treatment effect the mean change in SBP at the end of treatment for patients on the new treatment and mean change in SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an average change in SBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2). We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is ( = 0.975,

· the measure of treatment effect is ( =  (( T,3  - ( T,0 ) – (( C,3  - ( C,0 ) (the mean change in SBP in the patients receiving the new treatment for 3 years of treatment minus the mean change in SBP in the patients treated with control for three years), and

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 8( 2(1-ρ).
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size will provide 97.5% power to detect the design alternative?

7. What advantages or disadvantages does this study design have over the study design used in problem 4?

8. (A two arm study of mean SBP after 3 years of treatment using Analysis of Covariance) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of 1 subject on the new treatment to 1 subject on control. We use as our measure of treatment effect the mean SBP at the end of treatment for patients on the new treatment minus the mean  SBP level at the end of treatment for patients on control. We decide to analyze our data using linear regression in which we model the mean SBP after 3 years of treatment (SBP3yr) including as predictors a binary variable measuring treatment assignment (TX) and a continuous variable measuring the baseline SBP for each individual (SBP):
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The null hypothesis is that the new treatment is not associated with any difference in the mean SBP after 3 years of treatment, and we want to detect whether the new treatment will result in an average SBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2). We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is ( = 0.975,

· the measure of treatment effect is ( =  (1 (see part a), 

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 4( 2(1-ρ2 ),
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What is the scientific interpretation of the slope parameter (1?

b. What sample size will provide 97.5% power to detect the design alternative?

c. For what values of the within subject correlation will this analysis be more efficient than the analysis in problem 4?

d. For what values of the within subject correlation will this analysis be more efficient than the analysis in problem 5?

e. Suppose we choose instead to use a sample size of 300. What power do we have to detect the design alternative of a 5 mm Hg difference in mean SBP?

f. Suppose we choose instead to use a sample size of 300. For what alternative do we have 97.5% power?

9.  (A subgroup analysis and test for interaction in a two arm study of mean SBP after 3 years of treatment) Suppose we randomly assign N subjects to receive either the new treatment or a control strategy. We use a randomization ratio of 1 subject on the new treatment to 1 subject on control. We use as our measure of treatment effect the difference between mean SBP at the end of treatment for patients on the new treatment minus the mean SBP at the end of treatment for patients on control. The null hypothesis is that the difference in means is 0 mm Hg, and we want to detect whether the new treatment will result in an averageSBP that is 5 mm Hg lower than might be expected on control (this hypothesis corresponds to the same difference hypothesized in problem 2). We want to perform tests separately for each of two equal size subgroups (say, males and females) in the patient population. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is ( = 0.975,

· the measure of treatment effect is ( =( T,3  - ( C,3 (the mean SBPl in the patients receiving the new treatment for 3 years minus the mean SBP in the patients treated with control for 3 years), 

· the average variability contributed by each subject to the estimated treatment effect (the difference in sample means) is V= 4( 2, and
· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. What sample size is needed in each subgroup to provide 97.5% power to detect the design alternative, if each hypothesis test can be performed using the 0.025 level of significance? So what is the total sample size required in this setting? (Note that this last quantity could have been obtained from the general formula by using V= 8( 2,  where we multiplied the subgroup average variability by 2 to account for needing the sample size in each subgroup.)
b. If two subgroups are tested, we are in fact giving ourselves two opportunities to declare the new treatment beneficial. If our type I error rate is 0.025 on each test, then our experimentwise error might be nearly double that (0.049375, which is derived by considering the error rate of 0.025 for making a mistake in males plus 0.025 for making a mistake in females minus 0.0252 for making a mistake in both males and females at the same time). Because of this, usual statistical practice in general (and for regulatory agencies in particular) might demand that you provide an adjustment for the “multiple comparisons” by using one-sided level α = 0.0125 tests in each subgroup (in these two independent subgroups, we could actually use α = 0.01257912). What sample size is needed in each subgroup to provide 97.5% power to detect the design alternative in each subgroup if we make such a multiple comparison adjustment to control the experimentwise type I error? What would be the total sample size required in this setting?

c. Suppose now that we actually hypothesize that the new treatment is associated with a 5 mm Hg difference in mean SBP in males, but that females are unaffected by the new treatment. We wish to test for such an effect modification by sex (this is a single hypothesis test, so no need for multiple comparison adjustments). Because we would merely be comparing the difference of treatment effect in males (where the average variability is V= 4( 2 as given above) and females (where the average variability is again V= 4( 2 as given above), and because the estimated treatment effects are independent, we know that the average variability for the difference of the estimated treatment effects will just be the sum of the average variability for each subgroup estimate, and then we would multiply by 2 because we will have to have the sample size in both young and old. Hence, the average variability needed to detect this interaction could be based on the standard formula with V= 16( 2. What sample size is required to establish the existence of this interaction with 95% confidence (97.5% power)?

10.  (A single arm study of SBP after 3 years of treatment and the effect of dichotomizing the data) Suppose we choose to provide the new treatment to N subjects. We use as our measure of treatment effect the proportion of subjects having SBP below 130 mm Hg at the end of treatment. Suppose from previous study we know that in the untreated state the mean SBP is 140 mm Hg and that the data is approximately normally distributed. We are guessing that the new treatment will result instead in an average SBP of 135 mm Hg. We intend to perform a hypothesis test in which

· the one-sided level of significance is α = 0.025,

· the desired statistical power is ( = 0.975,

· the measure of treatment effect is ( = pT,3 (the proportion of subjects receiving the new treatment who have SBP lower than 130 mm Hg after 3 years of treatment), 

· the average variability contributed by each subject to the estimated treatment effect (the sample proportion) is V= ((1-() (most often, we would compute this under the alternative hypothesis in this setting),

· the comparison between alternative and null hypotheses is ( = (1 - (0.
a. Using the estimated standard deviation obtained in problem 1 and assuming normally distributed SBP, what proportion of subjects would you expect to have measurements lower than 130 mm Hg if the true mean were 140 mm Hg? (This can serve as your null hypothesis for the test of proportions.)

b. Using the estimated standard deviation obtained in problem 1 and assuming normally distributed SBP, what proportion of subjects would you expect to have measurements lower than 130 mm Hg if the true mean were 135 mm Hg? (This can serve as your alternative hypothesis for the test of proportions.)

c. What sample size will provide 97.5% power to detect the design alternative?

d. What advantages or disadvantages does this study design have over the study design used in problem 2?

e. Why is this a very bad study design scientifically?
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