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Biost 518: Applied Biostatistics II
Biost 515: Biostatistics II

Emerson, Winter 2014
Homework #2

January 13, 2014
Written problems: To be submitted as a MS-Word compatible file to the class Catalyst dropbox by 9:30 am on Tuesday, January 21, 2014. See the instructions for peer grading of the homework that are posted on the web pages. 
On this (as all homeworks) Stata / R code and unedited Stata / R  output is TOTALLY unacceptable. Instead, prepare a table of statistics gleaned from the Stata output. The table should be appropriate for inclusion in a scientific report, with all statistics rounded to a reasonable number of significant digits. (I am interested in how statistics are used to answer the scientific question.)

Unless explicitly told otherwise in the statement of the problem, in all problems requesting “statistical analyses” (either descriptive or inferential), you should present both
· Methods: A brief sentence or paragraph describing the statistical methods you used. This should be using wording suitable for a scientific journal, though it might be a little more detailed. A reader should be able to reproduce your analysis. DO NOT PROVIDE Stata OR R CODE.
· Inference: A paragraph providing full statistical inference in answer to the question. Please see the supplementary document relating to “Reporting Associations” for details.
This homework builds on the analyses performed in homework #1, As such, all questions relate to associations among death from any cause, serum low density lipoprotein (LDL) levels, age, and sex in a population of generally healthy elderly subjects in four U.S. communities. This homework uses the subset of information that was collected to examine MRI changes in the brain. The data can be found on the class web page (follow the link to Datasets) in the file labeled mri.txt. Documentation is in the file mri.pdf. See homework #1 for additional information. 
1. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using a t test that presumes equal variances across groups. Depending upon the software you use, you may also need to generate descriptive statistics for the distribution of LDL within each group defined by 5 year mortality status. As this problem is directed toward illustrating correspondences between the t test and linear regression, you do not need to provide full statistical inference for this problem. Instead, just answer the following questions.
a. What are the sample size, sample mean and sample standard deviation of LDL values among subjects who survived at least 5 years? What are the sample size, sample mean and sample standard deviation of LDL values among subjects who died within 5 years? Are the sample means similar in magnitude? Are the sample standard deviations similar?

The results about the sample size, mean, S.D among subjects who survived at least 5 years (mortality category 0, same as below) and those survived within 5 years (mortality category 1, some as below) are summarized in the following table. 

	Mortality category
	Sample size (number)
	Sample mean of LDL (mg/dL)
	Sample S.D of LDL (mg/dL)2

	0
	606
	127.2
	32.93

	1
	119
	118.7
	36.16


As shown in the above table, the sample mean and the sample S.D. are similar in magnitude
. 

b. What are the point estimate, the estimated standard error of that point estimate, and the 95% confidence interval for the true mean LDL in a population of similar subjects who would survive at least 5 years? What are the corresponding estimates and CI for the true mean LDL in a population of similar subjects who would die within 5 years? Are the point estimates similar in magnitude? Are the standard errors similar in magnitude? Explain any differences in your answer about the estimates and estimated SEs compared to your answer about the sample means and sample standard deviations.

The point estimate and estimated S.E and 95% CI for true mean can be analyzed by one-sample t-test assuming equal variance. The results are summarized in the following table. 
	Mortality category
	Point estimate (mg/dL)
	Standard error (mg/dL)
	95% CI (mg/dL)

	0
	127.198
	1.338
	124.571 129.825

	1
	118.698
	3.315
	112.134 125.261


According to the above table, we can conclude that the point estimates, standard error  between two groups are similar
 in magnitude. The sample mean and sample SD are 125.80 (mg/dL) and 33.60 (mg/dL)2, respectively.  The standard error is 
[image: image1.emf]s

1.248









s

n

=

1.248

. The sample mean for the whole population is more similar to the point estimate for the first category since this category includes more samples. The sample S.E is also more similar to the first category according to 
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c. Does the CI for the mean LDL in a population surviving 5 years overlap with the CI for mean LDL in a population dying with 5 years? What conclusions can you reach from this observation about the statistical significance of an estimated difference in the estimated means at a 0.05 level of significance?
Yes. It does. According to the fact that the two CI in two groups overlaps, we may conclude that the estimated difference will be outside of the 0.05 level of significance. That means that if the two samples have the same size we cannot reject the null hypothesis that there is a difference between the mean LDL at 0.05 significance level. However, since we have different sample size in two groups, we cannot actually draw this conclusion. As we show in answer 5, this claim is actually not valid
.  
d. If we presume that the variances are equal in the two populations, but we want to allow for the possibility that the means might be different, what is the best estimate for the standard deviation of LDL measurements in each group? (That is, how should we combine the two estimated sample standard deviations?)

The best estimate for SD of LDL measurements in each group should RMSE (root mean square deviation / error) based on pooled variance. We can follow the two equations below to estimate the corresponding pooled variance and  RMSE. 
Pooled variance 
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. Note that since the SD is the same in two groups. Sp  is the same for the Si. We will then calculate the RMSE by going through all the LDL value in both groups
. 
e. What are the point estimate, the estimated standard error of the point estimate, the 95% confidence interval for the true difference in means between a population that survives at least 5 years and a population that dies with 5 years? What is the P value testing the hypothesis that the two populations have the same mean LDL? What conclusions do you reach about a statistically significant association between serum LDL and 5 year all cause mortality?

We can use the two-sample t-test assuming equal variance to calculate the point estimate, S.E and 95% CI as well as the p-value. The results are summarized in the following table. 

	Point estimate (mg/dL)
	Standard error (mg/dL)
	95% CI (mg/dL)
	P-value

	8.500541
	3.356652
	1.910591

15.09049
	0.0115


According to the above table, we can conclude that the there will be
 
2. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using ordinary least squares regression that presumes homoscedasticity. As this problem is directed toward illustrating correspondences between the t test and linear regression, you do not need to provide full statistical inference for this problem. Instead, just answer the following questions.

a. Fit two separate regression analyses. In both cases, use serum LDL as the response variable. Then, in model A, use as your predictor an indicator that the subject died within 5 years. In model B, use as your predictor an indicator that the subject survived at least 5 years. For each of these models, tell whether the model you fit is saturated? Explain your answer.

A model is said to be saturated if the indicator have the sample number as that of the parameters we want to estimate. Since we only have to value for the indicator, so the models we are using are actually saturated
. 
b. Using the regression parameter estimates from one of your models (tell which one you use), what is the estimate of the true mean LDL among a population of subjects who survive at least 5 years? How does this compare to the corresponding estimate from problem 1?

Model B is used
. According to the estimate I obtained, I found the estimate for the true mean LDL among people who survive larger than 5 years is 118.697 (mg/dL), which is the same as the estimate from problem 1. Here is the what I did for obtaining the result. The regression will model a linear relationship between the indicator of at least 5 years survival (X) and the mean LDL value (Y).  As shown below, there are two other constants, naming the slope a and intercept b. We can obtain the parameters from the regression and plug in X = 1 we can get the estimated true LDL value. 
Y = aX + b;

a = -8.500541;  b = 127.198;
127.198 -8.50054 = 118.69746 (mg/dL)
c. Using the regression parameter estimates from one of your models (tell which one you use), what is a confidence interval for the true mean LDL among a population of subjects who survive at least 5 years? How does this compare to the corresponding estimate from problem 1? Explain the source of any differences.
Model B is used. The CI is between (112.673 (mg/dL), 124.7224(mg/dL
)).The differences between this CI and the one from problem 1 is fairly small. The reason that we will get such difference comes from the fact that we use 
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to get the lower bound and upper bound of the CI in t-test, which is used in question 1. But for obtaining the 95% CI for the mean in the linear regression, we use the 
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. Because we use RMSE or pooled SD in the regression,  it will leads to the difference in the CI. 
d. Using the regression parameter estimates from one of your models (tell which one you use), what is the estimate of the true mean LDL among a population of subjects who die within 5 years? How does this compare to the corresponding estimate from problem 1?

Model A is used. According to the estimate I obtained, I found the estimate for the true mean LDL among people who survive within5 years is 127.198 (mg/dL), which is the same as the estimate from problem 1. Here is the what I did for obtaining the result. The regression will model a linear relationship between the indicator of at least 5 years survival (X) and the mean LDL value (Y).  As shown below, there are two other constants, naming the slope a and intercept b. We can obtain the parameters from the regression and plug in X = 1 we can get the estimated true LDL value
. 

Y = 8.500541 *1 +  118.6975 = 127.198 (mg/dL)
e. Using the regression parameter estimates from one of your models (tell which one you use), what is a confidence interval for the true mean LDL among a population of subjects who die within 5 years? How does this compare to the corresponding estimate from problem 1? Explain the source of any differences.
Model A is used. The CI is between (124.5282 (mg/dL), 129.8679 (mg/dL)).The differences between this CI and the one from problem 1 is fairly small. The reason that we will get such difference comes from the fact that we use 
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to get the lower bound and upper bound of the CI in t-test, which is used in question 1. But for obtaining the 95% CI for the mean in the linear regression, we use the 
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. Because we use RMSE or pooled SD in the regression,  it will leads to the difference in the CI
. 
f. If we presume the variances are equal in the two populations, what is the regression based estimate of the standard deviation within each group for each model? How does this compare to the corresponding estimate from problem 1?
Standard error in the linear regression is an estimate of standard deviation of that variable. Therefore, the result is 3.357 which is the same as the problem 1
. 
g. How do models A and B relate to each other?

They are assumed to have the same variance but their indicators are switched between 0 and 1. Because of this, the model will tell use the estimates for the true mean and CI for the subjects who dead within five years while the model B is for estimating the true mean for the subjects who will die over five years
. 
h. Provide an interpretation of the intercept from the regression model A.

Intercept: corresponds to the mean LDL value when a population where all people are dead within 5 years. This is normally outside of the study we will investigate, so we has very little interest over it
. 
i. Provide an interpretation of the slope from the regression model A.

What is the mean different LDL change between people who are dead more than 5 years and those within 5 years
.
j. Using the regression parameter estimates, what are the point estimate, the estimated standard error of the point estimate, the 95% confidence interval for the true difference in means between a population that survives at least 5 years and a population that dies within 5 years? What is the P value testing the hypothesis that the two populations have the same mean LDL? What conclusions do you reach about a statistically significant association between serum LDL and 5 year all cause mortality? How does this compare to the corresponding inference from problem 1?
According to the estimates, I can summarize the results as following. 

	Point estimate (mg/dL)
	S.E
	95% CI (mg/dL)
	p-value

	8.500541
	3.356652
	1.910591    15.09049
	0.012


From the above table, I can conclude that with 0.012 significant level there is a significant difference of the mean LDL value between the two different groups. The results are the same for the problem 1
. 
3. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using a t test that allows for the possibility of unequal variances across groups. How do the results of this analysis differ from those in problem 1? (Again, we do not need a formal report of the inference.)
Using the two sample t-test assuming unequal variance, I can come up with the following table, which shows that the results are slightly different from the result of the corresponding problem 1. The difference comes from the  assumption of unequal variance. The S.E, upper bound of the CI as well as the p-value is increased where the lower bound of the CI is decreased
 
	Point estimate (mg/dL)
	S.E
	95% CI (mg/dL)
	p-value

	8.501
	3.57 
	1.441 15.560
	0.0186


4. Perform statistical analyses evaluating an association between serum LDL and 5 year all-cause mortality by comparing mean LDL values across groups defined by vital status at 5 years using a linear regression model that allows for the possibility of unequal variances across groups. How do the results of this analysis differ from those in problem 3? (Again, we do not need a formal report of the inference.) 

Using the linear regression assuming unequal variance (add the robust option), I can come up with the following table, which shows that the results are slightly different from the result of the corresponding problem 3. The difference comes from the  assumption of unequal variance. The upper bound of the CI and the p-value is decreased where the lower bound of the CI is increased
 

	Point estimate (mg/dL)
	S.E
	95% CI (mg/dL)
	p-value

	8.501
	3.566
	1.500 15.501  
	0.017


5. Perform a regression analysis evaluating an association between serum LDL and age by comparing the distribution of LDL across groups defined by age as a continuous variable. (Provide formal inference where asked to.)
a. Provide descriptive statistics appropriate to the question of an association between LDL and age. Include descriptive statistics that would help evaluate whether any such association might be confounded or modified by sex. (But we do not consider sex in the later parts of this problem.)
We can address this problem by either study the Pearson correlation and the slope in the linear regression. 
	Correlation
	Correlation (male = 0)

	Correlation (male = 1)


	-0.0146
	0.0345
	-0.0551


	Slope
	Slope (male = 0)
	Slope (male = 1)

	-.002
	0.035
	-0.055


From the above tables, we can find that the correlation or the slope from the regression have different value for the correlation or slope in each gender group. More importantly, those correlation is opposite in two different gender groups
. 

b. Provide a description of the statistical methods for the model you fit to address the question of an association between LDL and age.

We choose the Pearson correlation between the LDL and age to study the association between the LDL and age, a high absolute Pearson correlation value ted to have high association between groups. The equation for the Pearson correlation is 
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. For the regression, the slope in the linear model represents how big the response variable will change when we change the input variable. If the absolute value for this slope is high, then it will have high association
. 
c. Is this a saturated model? Explain your answer.

No. Because the number of data points is much larger than the parameters we are going to  estimate. There are only two parameters we need to study, but there are much more than 2 data points for the age variable
. 
d. Based on your regression model, what is the estimated mean LDL level among a population of 70 year old subjects?

By using the linear model (Y = aX + b) obtained from the regression, we can find the slope alpha and intercept beta equal to -.0901904 and 132.5281 respectively. So by plug in the input variable (X= 70) in the equation , we can obtain
 

126.21477 (mg/dL) = -.0901904 * 70 + 132.5281. 
e. Based on your regression model, what is the estimated mean LDL level among a population of 71 year old subjects? How does the difference between your answer to this problem and your answer to part c relate to the slope?
By using the linear model (Y = aX + b) obtained from the regression, we can find the slope alpha and intercept beta equal to -.0901904 and 132.5281 respectively. So by plug in the input variable (X= 71) in the equation , we can obtain 

126.12458 (mg/dL) = -.0901904 * 71 + 132.5281
.
since we changed 1 year age, the difference between them is equal to the slope 

f. Based on your regression model, what is the estimated mean LDL level among a population of 75 year old subjects? How does the difference between your answer to this problem and your answer to part c relate to the slope?
By using the linear model (Y = aX + b) obtained from the regression, we can find the slope alpha and intercept beta equal to -.0901904 and 132.5281 respectively. So by plug in the input variable (X= 75) in the equation , we can obtain 

125.76382 (mg/dL) = -.0901904 * 75 + 132.5281;
(what is the mean for the difference here? are you mean by question e
?)

the difference between this value to that of question e is four times the slope. 
g. What is the interpretation of the “root mean squared error” in your regression model?

The RMSE is 33.622 in my regression model. It is the pooled standard deviation combined from different groups with the same age.  The mathematical definition of is following
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. Note that  we can use pooled standard deviation (see equation at Q1) to obtain the RMSE
.

       h. What is the interpretation of the intercept? Does it have a relevant scientific interpretation?

The intercept is 132.5281. It means that the value when the age equals zero. It doesn’t have specific scientific mean since we won’t be able to measure the LDL for the pregnant embryo
. 
h. What is the interpretation of the slope? 

The slope is -.0901904, as the age increases 1 year, the ldl tends to decrease 0.0902 mg/dl
. 
i. Provide full statistical inference about an association between serum LDL and age based on your regression model.

The regression model is Y = -.0901904 X+ 132.5281. As the model implies, there is a negative association between age and LDL. As the age increase 1 year, the LDL will tend to decrease about 0.091
. 

j. Suppose we wanted an estimate and CI for the difference in mean LDL across groups that differ by 5 years in age. What would you report?

According to the result of the linear regression, the difference in mean can be calculated by the .0901904 multiply by 5. The corresponding CI difference can be done by the CI for slope which is  (5*-.5469688,   5*.366588) = [-2.73 1.83] mg/dl
. 
k. Perform a test for a nonzero correlation between LDL and age. How does your regression-based conclusion about an association between LDL and age compare to inference about correlation?
The p-value for the nonzero correlation between LDL and age is 0.6984. from the association between LDL and age, we also find that there is a decreasing trend when the age increases. Therefore the we cannot reject the nonzero correlation hypothesis between LDL and  age
. 
Discussion Sections: January 13 – 17, 2014
We will discuss the dataset regarding FEV and smoking in children. Come do discussion section prepared to describe the approach to the scientific question posed in the documentation file fev.doc.
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