Homework #2
1. Methods: For this question, ran a t-test assuming equal variances using the code ttest ldl, by(fiveyrsurv). The variable fiveyrsurv was generated to return a value of 1 if the days of observation were greater than or equal to 1826 days, and a 0 if less than 1826 days.
Two-sample, two-sided t-test was performed assuming equal variances evaluating the association between serum LDL and 5-year all-cause mortality. Groups were defined by 5-year survival. The null hypothesis would be that the two groups have equal mean LDL levels, and the alternative would be that they are unequal. The table below summarizes the results of LDL stratified by survival.

	Survival at 5 years
	Obs
	Mean (mg/dL)
	Std. Error
	Std. Deviation (mg/dL)
	95% Conf. Interval (mg/dL)

	No
	119
	118.7
	3.31
	36.2
	112.1 – 125.3

	Yes
	606
	127.2
	1.34
	32.9
	124.6 – 129.8

	Combined
	725
	125.8
	1.25
	33.6
	123.4 – 128.3

	Difference
	
	-8.50
	3.36
	
	-15.1 – -1.91

	
	
	
	
	
	

	
	
	
	
	p-value = 0.0115


a. The sample size, mean, and standard deviation of LDL values among those that survived 5 years were 606, 127.2 mg/dL, and 32.9 mg/dL, respectively. The same statistics for those that did not survive 5 years were 119, 118.7 mg/dL, and 36.2 mg/dL. I would consider the sample means clinically similar in magnitude (they are less than 10 mg/dL apart, and both are within the “near ideal” category as defined by Mayo Clinic. The standard deviations are also very similar, about 3 mg/dL different.
b. The point estimate for the population of similar subjects for both groups would be best represented by the sample mean. So, for a population of similar subjects who survived 5 years, we would estimate their mean LDL to be 127.2 mg/dL, with a standard error of the estimate 1.34, and this estimate would be consistent with a true mean LDL in this population between 124.6 mg/dL and 129.8 mg/dL based on a 95% confidence interval. For similar subjects who would die within 5 years, the point estimate would be 118.7 mg/dL, the standard error of which being 3.31, and would be consistent with a true population mean from 112.1 mg/dL to 125.3 mg/dL based on a 95% confidence interval. The point estimates are again similar in magnitude as described in (a), but the standard errors here are not very similar, with the group that did not survive having more than a two-fold larger standard error. This is most likely due to the fact that the calculation of standard error involves the number of observations, which is much smaller for the group that died within 5 years, thereby increasing the standard error. The estimated means are no different.
c. The 95% confidence intervals do overlap, but by very little – less than 1 mg/dL. Regardless of this fact, since the confidence intervals for one estimate do not contain the point estimate of the other strata, we cannot make any conclusions about associations. Instead, we must consult the p-value to determine if we have statistically significant association or not.
d. The best estimate would be to use a pooled variance, but one in which the group standard deviations are weighted with respect to the number of observations. Using this method, the best estimate for the standard deviation of LDL measurements would be 33.477 mg/dL.

e. The point estimate and standard error of the estimate for the difference in the means between the two populations (mean of the non-survival group minus those that did survive up to 5-years) would be 8.50 mg/dL lower in the non-survival group and 3.36, respectively. This point estimate would not be surprising if the true difference in mean LDL between the two populations was a lower LDL in the non-survival group between 15.1 mg/dL and 1.91 mg/dL. Despite the very slight overlap in the confidence intervals when comparing point estimates of the groups separately as mentioned in (c), our p-value was calculated to be 0.0115, which is less than 0.05, therefore we have sufficient data to reject the null that the two groups have the same LDL levels.

2. Methods: For this question, we created a new variable deathfvyr, which was nothing more than the opposite values of fiveyrsurv. For example, if fiveyrsurv returned a 1, deathfvyr would return a 0, indicating that the person did NOT die within five years. Model A used code regress ldl deathfvyr, and Model B used code regress ldl fiveyrsurv.
Below are the useful outputs using a simple linear least squares regression analysis with groups defined by 5-year survival.

	Number of Obs. = 723
	
	
	Root MSE = 11.847

	
	Mean LDL (mg/dL)
	Std. Error
	p-value
	95% Conf. Int.

	Survived ≥ 5 years
	+8.50b
	3.36
	0.0115
	1.91 – 15.1c

	Constant (intercept)a
	118.7
	3.07
	<0.001
	112.7 – 124.7


aWould represent values for the group that died within 5 years
bIndicates the change in mean LDL for those that survived 5 years relative to those that did not

c95% CI for the change in mean LDL for those that survived 5 years relative to those that did not
a. For both cases, the model we fit was saturated. Saturated models occur when the number of groups is equal to the number of parameters set. For a binary predictor in model B we had survival (which can return either 0 = died within 5 years or 1 = survived at least 5 years), and in model A we had death as the binary predictor (which can return either 0 = survived at least 5 years or 1 = died within 5 years). And when a model is saturated, the intercept represented by _cons is equal to the sample mean of the group represented by a predictor of 0. To determine the sample mean of the value of 1, you would add the coefficient/slope returned by the regression.
b. Using model A, the estimate of the true mean LDL among a population of subjects who survived at least 5 years would be 127.2 mg/dL, which is the same estimate as that of problem 1.
c. Using model A, the confidence interval for the true mean LDL among a population of subjects who survived at least 5 years would be between 124.5 mg/dL and 129.9 mg/dL. This is very slightly different from our estimates in problem 1, and is due to the fact that in least squares regression we use the pooled standard deviations to calculate the 95% confidence intervals.
d. Using model B, the estimate of the true mean LDL among a population of subjects who died within 5 years would be 118.7 mg/dL, which is the same as the estimate for problem 1.

e. Using model B, the confidence interval for the true mean LDL among a population  of subjects who died within 5 eyars would be between 112.7 mg/dL and 124.7 mg/dL. This is slightly different from the 95% confidence interval calculated in problem 1 because again, when doing least squares regression, we utilize the pooled standard deviations to calculate the interval.
f. This would be the Root Mean Squared Estimate (MSE), which is 34.477. This estimate is the same as from problem 1.
g. They are the same, but reversed with regards to the predictor. However, estimates of within group means, standard deviations, and confidence intervals are the same for both models.
h. For model A, the intercept represents the mean of the group that returned an indicator of 0, which would be the mean LDL of those that survived at least 5 years.
i. For model A, the slope of the regression represents the change in mean LDL for those that returned an indicator of 1, or died within 5 years. In other words, if we take the intercept from (h) and add the slope, we will then get the mean LDL for the group that died within 5 years.

j. Using the regression, our point estimate for the true difference in means between a population that survives at least 5 years and a population that dies within 5 years would be 8.50 mg/dL higher in the survival group. The estimate of the standard error for this point estimate would be 3.36, and our point estimate would be consistent with a true difference of the survival group having a higher mean LDL between 1.91 mg/dL and 15.1 mg/dL relative to those that died within 5 years. The p-value for the null that the two groups have the same mean LDL was 0.012, indicating that we have sufficient data to reject the null hypothesis that the two groups have the same mean LDL level. This is the same inference that we made using problem 1.

3. Methods: For this question, we ran another t-test, but allowed for the possibility of unequal variances. The code used in STATA was ttest ldl, by (fiveyrsurv) unequal.

When we perform a statistical analysis evaluating the association between serum LDL and 5-year all-cause mortality not assuming equal variances, some of the output remains the same, including the point estimates of the group means, their standard errors, standard deviations, and 95% confidence intervals. The combined value (the same parameters but for the entire sample) also remained the same, along with the difference of means. (This makes sense since the point estimates of the group means were unchanged.) However, the standard error of the estimated difference of the means (3.57), and subsequently the 95% confidence interval of the difference (1.44 – 15.6 mg/dL lower in the survival group) was changed. Lastly, the p-value was also different, now at 0.0186.
4. Methods: For this, we ran a linear regression analysis in STATA, using the code regress ldl fiveyrsurv, robust. This utilized the robust standard error, which allows for the possibility of unequal variances across groups.

When we perform a statistical analysis evaluating the association using a linear regression model that allows for the possibility of unequal variances, a number of values are the same, including the intercept (which would represent the mean LDL of the group that died within 5 years) and the slope (added to the intercept gives the mean LDL of the survivors). In other words, the estimates are the same, which would include calculations for the Root MSE and the R-squared. However, the inference values all seem to be different from problem 3, including the standard errors (3.57), the test statistic (although less important, at 2.38), the p-value (0.0174), and confidence intervals (1.50 – 15.5 mg/dL higher in the survival group).
5. Methods: for part (A), I created a new variable age75 that was dichotomized by weather the individual was less than 75 years old or greater than or equal to 75 years; then LDL was summarized. For the second table, descriptives were summarized based on male variable. For (B) – (K), used a classical linear regression, regress ldl age. For (L), used the command correlate ldl age to test correlation.
	
	Age < 75yrs (N = 417)
	Age ≥ 75yrs (N = 308)
	Total (N=725)

	
	Mean(SD)
	Min- Max
	Mean(SD)
	Min - Max
	Mean(SD)
	Min - Max

	LDL (mg/dL)
	126.0 (32.5)
	37 - 247
	125.6 (35.2)
	11 - 227
	125.8 (33.6)
	11 - 227


	
	Males (N = 366)
	Females (N = 369)
	Total (N=735)

	
	Mean(SD)
	Min- Max
	Mean(SD)
	Min - Max
	Mean(SD)
	Min - Max

	Age (years)
	74.7 (5.64)
	66 - 99
	74.4 (5.26)
	65 - 91
	74.6 (5.45)
	65 – 99

	LDL (mg/dL)
	120.6 (32.1)a
	37 - 227
	130.9 (34.3)b
	11 - 247
	125.8 (33.6)c
	11 - 247


aSix values missing

bFour values missing

cTen total values missing

a. The statistical methods that I used were a simple linear regression analysis, using regress, and having the LDL levels be the response, and age the predictor of interest. Robust standard errors were not used, but rather classical linear regression. Although this approach has more assumptions, including ones about equal variances, it has the greatest precision to detect associations, albeit if the linear model is correct. The robust method would modify the inferences, including the p-value and confidence intervals. According to the p-values using the classical model, we do not have statistical evidence to reject the possibility that the true population mean LDL level (that was dichotomized to high and low LDL) across age groups differ. (NOTE: The code used for this question and the following ones, regress ldl age, does not account for sex.)
b. No, it is not saturated, because in order to be saturated, the number of groups must equal the number of parameters, and since we are treating both values as continuous, we have not saturated the model. In other words, we cannot fit the mean LDL for all possible ages, but instead must borrow information across groups to find some means.
c. The estimated mean LDL level among a population of 70 year old subjects would be 126.21477, or 126.2 mg/dL (using the regression calculation)
d. For a population of 71 year old subjects, the mean LDL is estimated to be 126.12458, or 126.1 mg/dL. The difference between these two groups (70 and 71 year olds) should be equal to the slope, which according to the regression analysis is -0.0902. In fact, when the difference was taken, it was calculated to be exactly that.
e. For a population of 75 year old subjects, the mean LDL is estimated to be 125.76382, or 125.8 mg/dL. The difference between this group and the 70 year olds should again equal the slope calculated using the regression analysis. When the means are subtracted, and then divided by five years, you do in fact get the slope. (125.76382 – 126.21477)/5 years = -0.0902. This shows that the slope represents the change in mean LDL per year of age, with older groups averaging a lower level.
f. The Root MSE in our regression model presumes that the variances are equal in the two populations, and therefore represents the standard deviation within each group for each model. In other words, it describes the within-group distribution of the response.

g. As presented, the intercept is 132.5 mg/dL, which would represent the mean LDL of a group of people that had an age of zero. This clearly has no scientific relevance, as we are not attempting to measure the LDL of a newborn baby.
h. The slope represents the change in mean LDL per year of age, with older groups averaging a lower mean LDL level.

i. Based on the 725 observations analyzed using the regression model, we estimated the change in mean LDL for every year of age to be -0.0902 mg/dL, with older ages averaging a lower LDL. The standard error for this estimate 0.229. Based on a 95% confidence interval, this estimate is consistent with a true difference between a decrease of 0.541 mg/dL and an increase of 0.360 mg/dL per year of life. With a p-value of 0.694, we have insufficient data to reject the null that the there is no association between serum LDL and age.
j. Since the current confidence interval represents the change in mean LDL per year, to get the confidence interval for a change of 5 years, we can multiply the upper and lower bound by five. In this case, with 95% confidence, it would not be surprising for groups that differ by five years to have a mean that differs between -2.703 mg/dL and 1.801 mg/dL.

k. A test for correlation was run (correlate in STATA) to assess any association between LDL and age. The value calculated was -0.0146. This would suggest that there is a very slight negative correlation between age and mean LDL. In other words, it suggests that as age increases, mean LDL decreases slightly. However, this value for correlation is very small, which appears to align with the inferences made by the regression analysis that failed to find an association.
