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Biost 518: Applied Biostatistics II
Biost 515: Biostatistics II
Emerson, Winter 2014
Homework #3

January 20, 2014
Written problems: To be submitted as a MS-Word compatible file to the class Catalyst dropbox by 9:30 am on Monday, January 27, 2014. See the instructions for peer grading of the homework that are posted on the web pages. 
This homework builds on the analyses performed in homeworks #1 and #2, As such, all questions relate to associations among death from any cause, serum low density lipoprotein (LDL) levels, age, and sex in a population of generally healthy elderly subjects in four U.S. communities. This homework uses the subset of information that was collected to examine MRI changes in the brain. The data can be found on the class web page (follow the link to Datasets) in the file labeled mri.txt. Documentation is in the file mri.pdf. See homework #1 for additional information. 
1. Perform
 a statistical regression analysis evaluating an association between serum LDL and 5 year all-cause mortality by comparing the odds of death within 5 years across groups defined by whether the subjects have high serum LDL (“high” = LDL > 160 mg/dL). In your regression model, use an indicator of death within 5 years as your response variable, and use an indicator of high LDL as your predictor. (Only give a formal report of the inference where asked to.)
a. Is
 this a saturated regression model? Explain your answer.

This is a saturated model, we have two groups and two parameters. 

b. For
 subjects with low LDL, what is the estimated odds of dying within 5 years? What is the estimated probability of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 
I generated an indicator variable indicating death in < five years=1, and another indicator variable indicating LDL>=160 =1. I then performed logistic regression with robust methods. I also generated a simple 2 x 2 table to assess odds.  
The odds of death for those with a low LDL level, we can use the fact that Odds=# diseased who are unexposed/# undiseased who are unexposed, which yields 105/513, or  0.205.  This is the same as the exponentiated intercept from the logistic model.  From this, we can calculate the probability of death by using the relationship that Odds=p/(1-p).   This gives a probability of death  of  105/618, or 0.169.  The observed proportion of patients who died was 0.169, which is the same as the probability of death, and close to the odds of death, with odd being slightly higher. 
	Survival by LDL Level

	 
	LDL >=160
	LDL <160
	Total

	Dead within 5 years
	16
	105
	121

	Survived Beyond 5 years
	101
	513
	614

	Total
	117
	618
	735


c. For
 subjects with high LDL, what is the estimated odds of dying within 5 years? What is the estimated probability of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 
Using the same methods as above, the odds of death within five years in the group with high LDL is 16/101, or  0.158.  This can also be calculated from the regression model, and is equal to the constant plus the slope, exponentiated.   From this, we can calculate the probability of death by using the relationship that Odds=p/(1-p).   This gives a probability of death  of  16/117, or 0.137.  The observed proportion of patients who died was 0.137, which is the same as the probability of death, and very close to the odds of death, with odds being slightly higher.
d. Give
 full inference regarding the association between 5 year mortality and high LDL levels. How does this differ from the inference that was made on problems 5 and 6 of homework #1? What is the source of any differences?
Using the above indicator variables, indicating death within five years and LDL greater than or equal to 160, I performed logistic regression with robust methods allowing for unequal variances to calculate an odds ratio for death within five years, with LDL level as a predictor. 95% CI was calculated using wald methods.  

There were 735 subjects, 614 alive at five years and 121 dead prior to five years.  From logistic regression analysis, we estimate that the odds ratio of death in patients with LDL >=160 is 0.77, or 23% lower.  This estimate is not statistically significant, with p=0.38 and 95% CI [0.438, 1.366].  The 95% CI indicates that this observation is not unusual if the group with high LDL has odds of death that is from 56.2% lower to 36.6% higher than the low LDL group.  We would therefore fail to reject the null hypothesis that there is no difference in odds of survival.
This does not differ from HW 1. 

e. How
 would the answers to parts a-c change if I had instead asked you to fit a logistic regression model using the indicator of death within 5 years as your response variable, but using an indicator of low LDL as your predictor? What if we had used an indicator of survival for at least 5 years as the response variable? 
Reparameterizing the indicator of LDL to indicate low LDL yields the reciprocal of the OR found in parts a-d (1.29).  However, this does not change the results in any way, as the OR is now indicating the odds of death in the low LDL group in comparison to the high LDL group.  Reparamaterizing the response variable as survival to at least five years yields an OR that is also the reciprocal to that found in a-d, again this does not change the association.  

f. In
 parts a-d of this problem, we described the distribution of death within 5 years across groups defined by LDL level. What if we fit a logistic regression model mimicking the approach used in problems 1 – 4 of homework #2, where we described the distribution of LDL across groups defined by vital status? How would our answers to parts a-c change? 
The odds ratio describing the relationship don't actually change, due to the mathematical properties of odds. Univariate analysis yields odds that are the same for predictor vs outcome.

The fact that these two values are the same is due to a unique property of ORs, versus other measures of excess risk such as RR, that mathematically the ORs of outcome given predictor and predictor given outcome are the same.   . 
2. Perform
 a statistical regression analysis evaluating an association between serum LDL and 5 year all-cause mortality by comparing the differences in the probability of death within 5 years across groups defined by whether the subjects have high serum LDL (“high” = LDL > 160 mg/dL). In your regression model, use an indicator of death within 5 years as your response variable, and use an indicator of high LDL as your predictor. (Only give a formal report of the inference where asked to.)

a. Is
 this a saturated regression model? Explain your answer.

This is a saturated model, we have two groups and two parameters.
b. For
 subjects with low LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years?
I performed linear regression allowing for unequal variances, with death within 5 years as a response variable, and LDL>=160 mg/dl as a predictor. This generated the risk difference for death between the two groups by cholesterol level. 
The estimated risk of death in those with low LDL is equal to the intercept, and is 0.169.  This allows calculation of odds of dying within 5 years of 0.169/(1-0.169)=0.203.  The risk of death is the same as the observed proportion who died.
c. For
 subjects with high LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 

There are several ways to calculate the probability of death in the high cholesterol group.  In this case, we know that the probability of death in this group is equal to the probability of death in the group with low LDL, plus the risk difference. From the linear regression I performed, the probability of death is 0.169+ -0.0331=0.136 (13.6%).  This yields odds of dying within five years for the group with high LDL of 0.136/(1-0.136)=0.157.  This probability of death is the same as the observed proportion who died, with the odds being slightly higher than the probability.  

d. Give
 full inference regarding the association between 5 year mortality and high LDL levels. How does this differ from the inference that was made on problems 5 and 6 of homework #1? What is the source of any differences?

Using linear regression allowing for unequal variances, I examined LDL level, dichotomized to indicate LDL >=160 as a predictor of mortality within five years, dichotomized to indicate death in less than five years. 

There were 735 subjects, 614 alive at five years and 121 dead prior to five years.  From linear regression analysis, we estimate that the probability of death in patients with LDL >=160 is 0.136, and the probability of death in patients with LDL <160 is 0.169.  The risk of death is 3.31%  lower in patients with high cholesterol.  This estimate is not statistically significant, with p=0.35, and 95% CI [-0.102, 0.036].  The 95% CI suggests that this observation is not unusual if the group with high LDL has a risk difference for death from 10.2% lower to 3.6% higher than the low LDL group.   We would therefore fail to reject the null hypothesis that there is no difference in survival between the two groups. 
e. How
 would the answers to parts a-c change if I had instead asked you to fit a regression model using the indicator of death within 5 years as your response variable, but using an indicator of low LDL as your predictor? What if we had used an indicator of survival for at least 5 years as the response variable?

Using the indicator of low LDL as a predictor, the absolute value of the risk difference is the same, but opposite in direction (0.033 rather than -0.033).  Likewise, reparameterizing the indicator of survival to indicate survival past five years would lead to a risk difference equal in magnitude, but opposite in direction.  This is a property of a saturated model.  
f. In
 parts a-d of this problem, we described the distribution of death within 5 years across groups defined by LDL level. What if we fit a regression model mimicking the approach used in problems 1 – 4 of homework #2, where we described the distribution of LDL across groups defined by vital status? How would our answers to parts a-c change?

This yields the same numbers for odds and calculated probabilities. 
This model would give probability of high LDL given death, which answers as slightly different question.  However, for odds ratios, the odds of predictor given outcome and the odds of outcome given predictor are the same, and so would not change. 
3. Perform
 a statistical regression analysis evaluating an association between serum LDL and 5 year all-cause mortality by comparing the ratios of the probability of death within 5 years across groups defined by whether the subjects have high serum LDL (“high” = LDL > 160 mg/dL). In your regression model, use an indicator of death within 5 years as your response variable, and use an indicator of high LDL as your predictor. (Only give a formal report of the inference where asked to.)

a. Is
 this a saturated regression model? Explain your answer.

Yes. The number of parameters (2) is the same as the number of distinct groups of the outcome variable (2). 

b. For
 subjects with low LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 

Using Poisson regression, the estimated probability of dying in less than 5 years is the exponentiation of the intercept.  This equals a probability of death in the low LDL group of 0.170.  The odds of death are 0.205.  The estimate of probability of death agrees exactly with the proportion of subjects dying within 5 years.
c. For
 subjects with high LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 
For subjects with high LDL, the estimated probability of dying is equal to the estimated probability of dying in the low LDL group, multiplied by the risk ratio (which is the exponentiation of the slope).  This yields a probability of 0.137.  The odds of death are 0.159.  These estimates agree exactly with the observed proportion dying within 5 years. 

d. Give
 full inference regarding the association between 5 year mortality and high LDL levels. How does this differ from the inference that was made on problems 5 and 6 of homework #1? What is the source of any differences? 
The risk ratio for proportion of subjects dying in less than 5 years of enrollment was compared between subjects with LDL>=160 and those with LDL <160. Differences in probability of death were tested using Poisson regression. 
There were 735 subjects, 614 alive at five years and 121 dead prior to five years. 618 subjects had LDL <160 mg/dl.  From poisson regression analysis, we estimate that the risk ratio for death in patients with  LDL>=160 mg/dl is 0.80, or a 20% decrease in probability of death.  This estimate is not statistically significant, with p=0.383, and 95% CI [0.494, 1.31].  The 95% CI suggests that this observation is not unusual if the group with high LDL has a risk ratio for death from 50.6% lower to 31% higher than those with low LDL.  We therefore fail to reject the null hypothesis that there is no difference in probability of survival between the two groups.  
e. How
 would the answers to parts a-c change if I had instead asked you to fit a regression model using the indicator of death within 5 years as your response variable, but using an indicator of low LDL as your predictor? What if we had used an indicator of survival for at least 5 years as the response variable? 
Reparameterizing the indicator of low LDL gives a risk ratio that is the reciprocal of that observed in the model a-c, however the relationship would be unchanged. Likewise, reparameterizing the indicator of survival to indicate survival past five years would lead to a risk difference equal in magnitude, but opposite in direction.  This is a property of a saturated model.  

f. In
 parts a-d of this problem, we described the distribution of death within 5 years across groups defined by LDL level. What if we fit a regression model mimicking the approach used in problems 1 – 4 of homework #2, where we described the distribution of LDL across groups defined by vital status? How would our answers to parts a-c change?

.8038622   .2011151    -0.87   0.383     .4922922    1.312624
Hmm..I get the same answer.  How can this be?  Is it due to the fact that this is a saturated model? Bayes theorum like above. 
This model would give probability of high LDL given death, which answers a slightly different question.  However, Bayes' theorum could be used to obtain the same results as in a-e through mathematical transformation.

4. Perform
 a regression analysis of the distribution of death within 5 years across groups defined by the continuous measure of LDL. (In all cases we want formal inference.) 
a. Evaluate
 associations between 5 year mortality and LDL using risk difference (RD: difference in probabilities).

I used linear regression allowing for unequal variances to examine the outcome of death within five years as an indicator variable, with LDL as a continuous predictor variable. 95% CI was calculated with same assumptions regarding variance and wald methods.
There were 735 subjects, 614 alive at five years and 121 dead prior to five years.  From linear regression analysis, we estimate that for each 1 mg/dl of increase in LDL, the probability of death decreases by 0.1%. This estimate is statistically significant, with p=0.017, and 95% CI [-0.19%,-0.018%].  The 95% CI suggests that this observation is not unusual if the group with high LDL has a risk difference for death from 0.19% lower to 0.018% lower for each mg/dl  increase in LDL.  

Stated in a more interpretable manner, for every 10 point increase in LDL, there is an estimated 1% decrease in the probability of death.  Therefore we would reject the null hypothesis that there is no association between LDL level and risk of death. 
b. Evaluate
 associations between 5 year mortality and LDL using risk ratio (RR: ratios of probabilities). 
I used poisson regression, robust methods, to examine the risk ratio for the outcome of death in less than five years as an indicator variable, with LDL as a continuous predictor variable. 95% CI was calculated with same assumptions regarding variance, and wald methods.

There were 735 subjects, 614 alive at five years and 121 dead prior to five years.  From poisson regression analysis, we estimate that for each1 mg/dl of increase in LDL, the probability of death decreases by 0.7%, giving a risk ratio for death of 0.993. This estimate is statistically significant, with p=0.018, and 95% CI [-1.2%,-0.2%].  The 95% CI suggests that this observation is not unusual if the group with high LDL has a risk for death from 1.2% lower to 0.02% lower for each1 mg/dl  increase in LDL.   Therefore we would reject the null hypothesis that there is no association between LDL level and risk of death. 

c. Evaluate
 associations between 5 year mortality and LDL using odds ratio (OR: ratios of odds)

I used logistic regression, robust methods allowing for unequal variances to examine the odds ratio of death within five years, with LDL as a continuous predictor variable. 95% CI was calculated using wald methods and the same assumptions about variance.

There were 725 subjects, 618 with LDL cholesterol <160, 107 with LDL>=160.  From logistic regression analysis, we estimate that for each mg/dl of increase in LDL, the odds of death decreases by 0.8%. This estimate is statistically significant, with p=0.019, and 95% CI for the OR of [0.986, 0.999].  The 95% CI suggests that this observation is not unusual if for every mg/dl increase in LDL, the odds of death is between 1.4% to 0.1% lower.  Therefore we would reject the null hypothesis that there is no association between LDL level and risk of death. 

d. How
 do your conclusions about such an association from this model compare to your conclusions reached in problems 1-3 of this homework and problems 2 and 4 of homework #2? Which analyses would you prefer {\it a priori}.?
Although the magnitude of the difference is small for each increment of LDL, there is a statistically significant difference in risk of death seen in all portions of question 4, that is not present in problems 1-3, nor on homework 2 when LDL is treated as a dichotomous variable.   I would a priori prefer a model that maintains the continuous nature of the LDL variable, rather than the models that depend on dichotomizing it. I would prefer the analysis using risk difference, or risk ratio, as probabilities are more readily interpreted than odds.  The outcome of death is somewhat common, and so I would also avoid using odds for this reason. 
�92/108


�21/25


�3/3 Noted two parameters and groups in model


�3/3 Correct calculation of odds and estimated probability of death. Also related odds to logistic model


�3/3 Your methods are correct, but your odds ratio and probability of death are slightly off. The observed probability of death is 0.131


�8/10�Robust regression is not necessary because this model is saturated, but no points will be deducted. �Need to describe which statistical test you are using that corresponds to reported p-value. Confidence intervals are calculated using Normal approximation. (-1)��The interpretation for the odds ratio is not quite correct. You should note that it lower than patients with low LDL. (-0.5)��The estimates for the OR are the same between homeworks, but there are differences in the confidence intervals and p-values.  (-0.5)


�2/3�Should also say that models will continue to be saturated (part (a) does not change)


�2/3�Correct that the OR would not change, but need to mention that the meaning of the intercept would change. Exponentiating the intercept does not give us the odds of death for low LDL anymore so the number would be different. 


�20/25


�3/3 Correctly identified number of groups and parameters.


�3/3 Correct calculation of odds of death and risk of death and related back to linear model.


�3/3 Your estimated risk of death is a little off, but I think it is due to rounding


�7/10�The methods section is missing a description of the confidence intervals and test you used, both of which are used for inference. (-1)��Your estimates of the slope and confidence interval are a off, and so is your p-value. All of your estimates seem to be slightly higher than they should be. (-1)





Need to compare these results to the ones found in homework 1. (-1)


�3/3 Noted this is a property of a saturated model


�1/3 The odds would be the same but the probabilities would change because they would be predicting risk of high LDL and the numbers are not comparable. (-1) ��Need to specify if the inference made from on the new model would change (-1)


�20/25


�3/3 Correctly identified the number of parameters and groups.


�3/3 Correct estimates and related estimates back to model


�3/3 Correctly reported estimates and related back to model


�8/10�Need to report methods for confidence intervals and test used to yield p-value reported (-1)





Need to compare these results to the ones found in homework 1 (-1)


�2/3�Changing the response variable will lead to same fitted values but the estimated measures of association will be different.  (-1)


�1/3�The estimated numbers should be different because the meaning of the slope and intercepts are different. Maybe look at the key and compare it to your model.


�31/33


�10/10�Correct estimates and inference made. 


�9/10


Inference made is correct, but your risk ratio estimate is slightly higher than what is should be and confidence interval might be off.


�9/10�The bounds on your confidence interval are a little higher than what they should be. 


�3/3 Good supporting arguments made for choice of regression





