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1. Perform a statistical regression analysis evaluating an association between serum LDL and 5 year all-cause mortality by comparing the odds of death within 5 years across groups defined by whether the subjects have high serum LDL (“high” = LDL > 160 mg/dL). In your regression model, use an indicator of death within 5 years as your response variable, and use an indicator of high LDL as your predictor. (Only give a formal report of the inference where asked to.) 
a. Is this a saturated regression model? Explain your answer.	Comment by Author: 3/3
The regression model is saturated as there are two groups defined by high serum LDL status (“high” = LDL > 160 mg/dL) and the regression model has two parameters (a slope and intercept term).
b. For subjects with low LDL, what is the estimated odds of dying within 5 years? What is the estimated probability of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 	Comment by Author: 2/3
Missing additional point from the key based on the question’s call to examine the estimated odds.   
“[N]ote that the logistic regression resulted in an estimated intercept of -0.15863. This corresponds to the log odds of 5 year mortality within the low LDL group, so the estimated odds would be e-1.5863 = 0.20468, so the estimated probability of 5 year mortality would be 0.20468 / (1 + 0.20468) = 0.1699.”
For subjects with low serum LDL (“low” = LDL < 160 mg/dL) the estimated odds of dying within 5 years is 0.205 and the estimated probability of dying within 5 years is 0.170. 
Since the regression model is saturated, the estimated probability of dying within 5 years is equal to the observed proportion of subjects with low serum LDL dying within 5 years.
c. For subjects with high LDL, what is the estimated odds of dying within 5 years? What is the estimated probability of dying within 5 years? How do these estimates compare to the observed proportion of subjects with high LDL dying within 5 years? 	Comment by Author: 2/3
Missing additional point from the key based on the question’s call to examine the estimated odds.   
“[N]ote that the logistic regression resulted in an estimated intercept of -0.15863 and an estimated slope of -0.30723. Hence the fitted value for the high LDL group corresponds to a log odds of 5 year mortality of -1.5863 + 1  (-0.30723) = -1.89353, so the estimated odds would be e-1.89353 = 0.15054, so the estimated probability of 5 year mortality would be 0.15054 / (1 + 0.15054) = 0.1308.”
For subjects with high serum LDL (“high” = LDL > 160 mg/dL) the estimated odds of dying within 5 years is 0.151 and the estimated probability of dying within 5 years is 0.131. 
Since the regression model is saturated, the estimated probability of dying within 5 years is equal to the observed proportion of subjects with high serum LDL dying within 5 years.
d. Give full inference regarding the association between 5 year mortality and high LDL levels. How does this differ from the inference that was made on problems 5 and 6 of homework #1? What is the source of any differences?	Comment by Author: 6/10

Missing this information from the key:
“Of the 618 subjects whose serum LDL was less than or equal to 159 mg/dL, the odds
of dying within 5 years from study enrollment was 0.205, while for the subjects with serum
LDL greater than or equal to 160 mg/dL the odds of 5 year mortality was 0.151. Based on a
95% confidence interval, this observed odds ratio of 0.735 for the comparison of the high LDL group to the low LDL group would not be judged unusual if the true odds ratio were
anywhere between 0.404 to 1.340.”

Also the question asks you to compare the difference in inference from problems 5& 6 of HW1 and the source of any differences.  The answer does not appear to do this.  Please see the answer in bold from the key; it is too long to reproduce here in the comments.
Methods: We fit a logistic regression model to evaluate the association between high serum LDL status (“high” = LDL > 160 mg/dL) and probability of dying within 5 years. We used robust standard error estimates were used since there is not a compelling reason to assume equal variances across groups.
Inference: From the logistic regression model, the odds of dying within 5 years in a population of subjects with high serum LDL is 27% lower than a population of subjects with low serum LDL. The odds ratio is not significantly different from 1 at a significance threshold of 0.05 (P=0.316). The 95% confidence interval suggests that the observed odds ratio is not unusual if the true odds of dying within 5 years for a population of subjects with high serum LDL were anywhere between 1-0.4035525% lower and 34% higher compared to a similar population of subjects with low serum LDL.
e. How would the answers to parts a-c change if I had instead asked you to fit a logistic regression model using the indicator of death within 5 years as your response variable, but using an indicator of low LDL as your predictor? What if we had used an indicator of survival for at least 5 years as the response variable?
The answers to parts a-c would stay the same if the logistic regression model were fit using an indicator of low LDL as the predictor, as it is a reparametrization of the previous logistic regression model. If we had used an indicator of survival for at least 5 years as the response variable instead of death within 5 years, full inferences on the probability of death or survival for both groups can be computed since the model is saturated.	Comment by Author: 3/3
f. In parts a-d of this problem, we described the distribution of death within 5 years across groups defined by LDL level. What if we fit a logistic regression model mimicking the approach used in problems 1 – 4 of homework #2, where we described the distribution of LDL across groups defined by vital status? How would our answers to parts a-c change?
If we switched the predictor with the response variable, we would still derive the same values in parts a-c if we used Bayes’ rule. The reparametrized model would generate estimates of the probability of high LDL given vital status; the probability of vital status at 5 years given high LDL could be computed using Bayes’ rule.	Comment by Author: 2/3

From the key: “the intercepts from the two models are not estimating the same quantities, so the intercepts and fitted values within specific groups (as estimated in parts b and c) are not directly comparable across the models.”
2. Perform a statistical regression analysis evaluating an association between serum LDL and 5 year all-cause mortality by comparing the differences in the probability of death within 5 years across groups defined by whether the subjects have high serum LDL (“high” = LDL > 160 mg/dL). In your regression model, use an indicator of death within 5 years as your response variable, and use an indicator of high LDL as your predictor. (Only give a formal report of the inference where asked to.)
a. Is this a saturated regression model? Explain your answer.	Comment by Author: 3/3
The regression model is saturated as there are two groups defined by high serum LDL status (“high” = LDL > 160 mg/dL) and the regression model has two parameters (a slope and intercept term).
b. For subjects with low LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 	Comment by Author: 2/3
2/3
Missing additional point from the key based on the question’s call to examine the estimated odds.   

“[N]ote that the linear regression resulted in an estimated intercept of 0.1699. This corresponds to the proportion of 5 year mortality within the low LDL group, so the estimated odds would be 0.1699 / (1 – 0.1699) = 0.20467.”
For subjects with low serum LDL (“low” = LDL < 160 mg/dL) the estimated probability of dying within 5 years is 0.170 and the estimated odds of dying within 5 years is 0.205. 
Since the regression model is saturated, the estimated probability of dying within 5 years is equal to the observed proportion of subjects with low serum LDL dying within 5 years.
c. For subjects with high LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with high LDL dying within 5 years? 	Comment by Author: 2/3
Missing additional point from the key based on the question’s call to examine the estimated odds.   

“[N]ote that the linear regression resulted in an estimated intercept of 0.169903 and an estimated slope of -0.039062. Hence the fitted value for the high LDL group corresponds to a proportion of 5 year mortality of 0.169903 + 1  (-0.039062) = 0.1308, so the estimated odds would be 0.1308 / (1 – 0.1308) = 0.15054.”
For subjects with high serum LDL (“high” = LDL > 160 mg/dL) the estimated probability of dying within 5 years is 0.131 and the estimated odds of dying within 5 years is 0.151. 
Since the regression model is saturated, the estimated probability of dying within 5 years is equal to the observed proportion of subjects with high serum LDL dying within 5 years.
d. Give full inference regarding the association between 5 year mortality and high LDL levels. How does this differ from the inference that was made on problems 5 and 6 of homework #1? What is the source of any differences?
	deadin5
	Coef.
	Std. Err.
	t
	P>t
	[95% Conf.
	Interval]

	highldl
	-0.039
	0.036
	-1.090
	0.278
	-0.110
	0.032

	intercept
	0.170
	0.015
	11.230
	0.000
	0.140
	0.200



Methods: We fit a simple linear regression model to evaluate the association between the probability of dying within 5 years and the indicator of high serum LDL (“high” = LDL > 160 mg/dL). Since there was no compelling reason to assume equal variances across groups defined by serum LDL status, confidence intervals were computed using robust standard error estimates.
Inference: From the linear regression output, the population of subjects with high serum LDL have a 3.9% lower probability of death within 5 years relative to a population of subjects with low serum LDL. The observed difference in 5 year mortality rates is not significant (P=0.278) at the 0.05 level. The 95% confidence interval asserts the observed probability is not unusual if true difference in probability of dying within 5 years in the high LDL group were anywhere between 11% lower and 3.2% higher relative to the low serum LDL group. 	Comment by Author: 8/10
Missing the point estimates for each group (noted in key) and observation that the p-values differ between this problem and problem 5 of HW1.
The point estimates from the model are the same as in questions 5 and 6 of Homework 1, and the confidence intervals are different. The confidence limits in the linear regression model above were computed using robust standard error estimates, whereas the confidence interval for the risk difference in questions 5 and 6 were calculated using exact confidence interval estimates.
e. How would the answers to parts a-c change if I had instead asked you to fit a regression model using the indicator of death within 5 years as your response variable, but using an indicator of low LDL as your predictor? What if we had used an indicator of survival for at least 5 years as the response variable?
The answers to parts a-c would stay the same if the linear regression model were fit using an indicator of low LDL as the predictor, as it is a reparametrization of the previous linear regression model. If we had used an indicator of survival for at least 5 years as the response variable instead of death within 5 years, full inferences on the probability of death or survival for both groups can be computed since the model is saturated.	Comment by Author: 3/3
f. In parts a-d of this problem, we described the distribution of death within 5 years across groups defined by LDL level. What if we fit a regression model mimicking the approach used in problems 1 – 4 of homework #2, where we described the distribution of LDL across groups defined by vital status? How would our answers to parts a-c change?
Response A would still be the same as we would still have a saturated model. For parts B and C, we would still be able to infer the same probabilities as we are still fitting a binary response variable with a binary predictor.	Comment by Author: 0/3

From the key:
“Owing to the fact that we are using linear regression to model difference in proportions, the
interpretation of the intercept and slope parameters will differ markedly between the model used in parts a-c and this “reversed” model. Hence, the intercepts and slopes from the two models are not estimating the same quantities, so the fitted values within specific groups (as estimated in parts b and c) are not directly comparable across the models.
However, any statistical significance of the association should be approximately the same for the two models owing to the relationship between tests for nonzero slopes and test for nonzero
correlation.”
Since we changed the response variable and the predictor of interest, we can use Bayes’ rule to go back and forth to estimate the probability of dying within 5 years conditional high LDL status from the probability of LDL status given vital status at 5 years.
3. Perform a statistical regression analysis evaluating an association between serum LDL and 5 year all-cause mortality by comparing the ratios of the probability of death within 5 years across groups defined by whether the subjects have high serum LDL (“high” = LDL > 160 mg/dL). In your regression model, use an indicator of death within 5 years as your response variable, and use an indicator of high LDL as your predictor. (Only give a formal report of the inference where asked to.)
	deadin5
	Coefficient
	Robust Std. Err.
	[95% Conf.
	Interval]

	LDL > 160mg/dL
	-0.261
	0.265
	-0.780
	0.258

	constant
	-1.773
	0.089
	-1.947
	-1.598






a. Is this a saturated regression model? Explain your answer.
The regression model is saturated because the number of groups (divided by high LDL status, defined as serum LDL > 160 mg/dL) is equal to the number of coefficients (the slope parameter and the intercept parameter) in the model. 	Comment by Author: 3/3
b. For subjects with low LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with low LDL dying within 5 years? 
For subjects with low LDL, the estimated probability of dying within 5 years is 17%, with the estimated odds of dying within 5 years of 0.2047. Since the regression model is saturated, the estimated probability of dying within 5 years for subjects with low LDL is equal to the observed proportion of subjects with low serum LDL dying within 5 years.	Comment by Author: 2/3
Missing additional point from the key based on the question’s call to examine the estimated odds.   

From the key:
“[N]ote that the Poisson regression resulted in an
estimated intercept of -1.77253, This corresponds to a mortality of e-1.77253 = 0.1699 within the low
LDL group, so the estimated odds would be 0.1699 / (1 – 0.1699) = 0.20467.”
c. For subjects with high LDL, what is the estimated probability of dying within 5 years? What is the estimated odds of dying within 5 years? How do these estimates compare to the observed proportion of subjects with high LDL dying within 5 years? 
For subjects with high LDL, the estimated probability of dying within 5 years is 13.1%, with estimated odds of dying within 5 years of 0.1505. Since the regression model is saturated, the estimated probability of dying within 5 years for subjects with high LDL is equal to the observed proportion of subjects with high serum LDL dying within 5 years.	Comment by Author: 2/3
Missing additional point from the key based on the question’s call to examine the estimated odds.   

From the key:
“[N]ote that the Poisson regression resulted in an estimated intercept of -1.77253 and an estimated slope of -0.2612434. Hence the fitted value for the high LDL group corresponds to a log rate of 5 year mortality of -1.77253 + 1  (-0.2612434) = -2.03377, so the estimated mortality probability would be e-2.03377 = 0.13084 and the estimated odds would be 0.1308 /(1 – 0.1308) = 0.15054.”
d. Give full inference regarding the association between 5 year mortality and high LDL levels. How does this differ from the inference that was made on problems 5 and 6 of homework #1? What is the source of any differences?
From Poisson regression, we estimate that for a population of subjects dichotomized by high serum LDL status (where high LDL = serum LDL  > 160 mg/dL), the probability of death within 5 years is 0.170 for subjects with low serum LDL and 0.131 for subjects with high serum LDL. The result is not significant at a 0.05 level significance threshold (P=0.3237); the 95% confidence interval for the risk ratio of death within 5 years suggests the observed risk ratio of 0.77 is not unusual if the true risk of death within 5 years for high LDL subjects is anywhere between 54% lower and 29% higher than a population with low serum LDL.	Comment by Author: 10/10
e.  How would the answers to parts a-c change if I had instead asked you to fit a regression model using the indicator of death within 5 years as your response variable, but using an indicator of low LDL as your predictor? What if we had used an indicator of survival for at least 5 years as the response variable?
The answers to parts a-c would stay the same; the new proposed model is a reparametrization of the previous model using the indicator of high LDL as the predictor. The new model If we had used an indicator of survival for at least 5 years as the response variable instead of death within 5 years, full inferences on the probability of death or survival for both groups can be computed since the model is saturated.	Comment by Author: 1/3

“These alternative models are not all just re-parameterizations of the first model, though all
are saturated. When we use the same response variable, whether we use an indicator of high LDL or an indicator of low LDL as the predictor is just a re-parameterization: it is just a linear
transformation of our predictor. However, a linear transformation of the response may lead to very different answers in Poisson regression: it is okay to re-scale the response (i.e., multiply by some constant), but it is not okay to “shift” the response (i.e., it is not okay to add some nonzero constant to all measurements). So we will in general get noncomparable answers when we analyze probability of death vs probability of survival. In the case of “shift” transformations in the setting of a saturated model, however, the fitted values will all be the same. The measures of association will not.”
f. In parts a-d of this problem, we described the distribution of death within 5 years across groups defined by LDL level. What if we fit a regression model mimicking the approach used in problems 1 – 4 of homework #2, where we described the distribution of LDL across groups defined by vital status? How would our answers to parts a-c change?
Response A would still be the same as we would still have a saturated model. For parts B and C, we would still be able to infer the same probabilities as we are still fitting a binary response variable with a binary predictor.	Comment by Author: 1/3
“Owing to the fact that we are using Poisson regression to model ratios of proportions, the
interpretation of the intercept and slope parameters will differ markedly between the model used in parts a-c and this “reversed” model. Hence, the intercepts and slopes from the two models are not estimating the same quantities, so the fitted values within specific groups (as estimated in parts b and c) are not directly comparable across the models.
Nonetheless, I will not find it too surprising if any statistical significance of the association should
be approximately the same for the two models, though deriving exact correspondences is difficult.”
Since we changed the response variable and the predictor of interest, we can use Bayes’ rule to go back and forth to estimate the probability of dying within 5 years conditional high LDL status from the probability of LDL status given vital status at 5 years.
4. Perform a regression analysis of the distribution of death within 5 years across groups defined by the continuous measure of LDL. (In all cases we want formal inference.) 
a. Evaluate associations between 5 year mortality and LDL using risk difference (RD: difference in probabilities).
	deadin5
	Coef.
	Std. Err.
	t
	P>t
	[95% Conf.
	Interval]

	LDL (mg/dL)
	-0.001
	0.000
	-2.390
	0.017
	-0.002
	0.000

	intercept
	0.294
	0.058
	5.070
	0.000
	0.180
	0.408



Methods: We fit a simple linear regression model to evaluate the association between the probability of dying within 5 years and serum LDL level. Robust standard error estimates were used since there was no compelling reason to assume equal variances across varying LDL levels.
Inference: The linear regression model found a significant association between serum LDL and the probability of dying within 5 years. The regression model estimates that for every 1 mg/dL increase in serum LDL, the estimated probability of dying within 5 years is reduced by 0.1%. The results are significant at the 0.05 level (P=0.017) and the 95% confidence interval asserts that the observed difference in probability of 5 year mortality is not unusual if the true difference in probability is anywhere from 0.2% lower to 0% lower per 1 mg/dL increase in serum LDL.	Comment by Author: 9/10
“Based on a 95% confidence interval, this observed difference of proportions suggesting higher survivor probabilities for groups of patients with higher LDL levels would not be judged unusual if the true difference in probabilities were anywhere from 0.185% to 1.88% higher survival probability in a group having baseline serum LDL 10 mg/dL higher than another group.”
b. Evaluate associations between 5 year mortality and LDL using risk ratio (RR: ratios of probabilities).
	deadin5
	Coef.
	Std. Err.
	z
	P>z
	[95% Conf.
	Interval]

	LDL (mg/dL)
	-0.006
	0.003
	-2.370
	0.018
	-0.012
	-0.001

	intercept
	-1.016
	0.330
	-3.080
	0.002
	-1.662
	-0.370


Methods: We fit a Poisson regression model to evaluate the association between the probability of dying within 5 years and serum LDL level. The null hypothesis is the risk ratio of the probability of death within 5 years is equal to 1. 	Comment by Author: 10/10


For each 1 mg/dL increase in serum LDL, the probability of death within 5 years decreases by 0.6%. Based on the 95% confidence interval, the observed difference in probability of death within 5 years is not unusual if the true difference in probability was anywhere between 1.2% lower and 0.1% lower for each 1 mg/dL increase in serum LDL. The observed difference in probability of death within 5 years is significant (P=0.018) at the 0.05 level, therefore we reject the null hypothesis of no association between serum LDL status and the probability of death within 5 years.
c. Evaluate associations between 5 year mortality and LDL using odds ratio (OR: ratios of odds)

	deadin5
	Odds Ratio
	Std. Err.
	z
	P>z
	[95% Conf.
	Interval]

	LDL (mg/dL)
	0.992
	0.003
	-2.340
	0.019
	0.986
	0.999

	intercept
	0.511
	0.209
	-1.640
	0.101
	0.229
	1.141


Methods: We fit a logistic regression model to evaluate the association between the probability of dying within 5 years and serum LDL level. We use robust standard errors as there is no compelling reason to assume equal variances across serum LDL concentrations.
Inference: When comparing populations varying by serum LDL concentrations of 1 mg/dL, the odds of dying within 5 years is 0.8% lower in the group with higher serum LDL. The difference in odds ratio is significant at the 0.05 level (P=0.019). Based on the 95% confidence interval, the observed difference in odds ratio is not unusual if the true difference in odds ratios is anywhere from 1.4% lower to 0.1% lower in a group with average serum LDL concentration 1 mg/dL higher relative to another group.	Comment by Author: 10/10

d. How do your conclusions about such an association from this model compare to your conclusions reached in problems 1-3 of this homework and problems 2 and 4 of homework #2? Which analyses would you prefer a priori?
The conclusions about the association between serum LDL and 5 year mortality rate are similar to the conclusions reached in problems 1-3 of this homework in that they supported a tendency for subjects with higher LDL to have a reduced probability of 5 year mortality, though the models treating LDL as a continuous variable found a significant association between serum LDL level and 5 year all-cause mortality and the models dichotomizing LDL by “high” LDL status did not find a significant association. From this, it appears best to treat LDL as a continuous variable than to dichotomize the data by an arbitrary cutoff, as treating LDL as a continuous variable does not achieve the same loss of information as separating the groups into two categories does.
It is more clinically useful to use serum LDL status to predict the probability of dying within 5 years rather than to predict the serum LDL of patients that have survived or died after 5 years.	Comment by Author: 1/3
Answer from key:

“A priori the analyses in problems 1-3 of this homework suffered from the imprecision that
typically results from dichotomization of a variable—in this case LDL. For reasons of statistical precision, in homework 2 I preferred an analysis based on the geometric mean of LDL across groups defined by vital status at 5 years. None of the analyses in problems 1-3 of this homework would have been more attractive. However, any of the analyses in problem 4 of this homework treat LDL continuously, and thus do not suffer as much from the loss of precision. Furthermore, the analyses in problem 4 are conditioning on the variable we might think of as a “cause” (serum LDL) and consider the distribution of the putative “effect” (mortality within 4 years). This seems scientifically more pleasing. When choosing among the three regressions (RD, RR, or OR), the advantage of the RD regression is that it is expressed as a difference in absolute survival probabilities, rather than as a relative difference. If all that is reported is a relative difference, we have difficulty assessing the public health impact. Hence, I might prefer the RD regression for the
unadjusted analyses. I note that I would probably have preferred using a logarithmic
transformation of LDL (see below for example report). I note that if I needed to adjust for
covariates, I might instead consider logistic regression, depending on the strength of association anticipated in the confounders / precision variables I would be using.”
Additionally, I would have preferred to use logistic regression since the outcome of interest is binary (vital status at 5 years) as to avoid significant nonlinearities.





