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Emerson, Winter 2014
Homework #5
February 3, 2014
Written problems: To be submitted as a MS-Word compatible file to the class Catalyst dropbox by 9:30 am on Monday, February 10, 2014. See the instructions for peer grading of the homework that are posted on the web pages. 
On this (as all homeworks) Stata / R code and unedited Stata / R  output is TOTALLY unacceptable. Instead, prepare a table of statistics gleaned from the Stata output. The table should be appropriate for inclusion in a scientific report, with all statistics rounded to a reasonable number of significant digits. (I am interested in how statistics are used to answer the scientific question.)

Unless explicitly told otherwise in the statement of the problem, in all problems requesting “statistical analyses” (either descriptive or inferential), you should present both
· Methods: A brief sentence or paragraph describing the statistical methods you used. This should be using wording suitable for a scientific journal, though it might be a little more detailed. A reader should be able to reproduce your analysis. DO NOT PROVIDE Stata OR R CODE.
· Inference: A paragraph providing full statistical inference in answer to the question. Please see the supplementary document relating to “Reporting Associations” for details.
Problems 2 and 3 of the homework build on the analyses performed in homeworks #1  through #4. As such, all questions relate to associations among death from any cause, serum low density lipoprotein (LDL) levels, age, and sex in a population of generally healthy elderly subjects in four U.S. communities. This homework uses the subset of information that was collected to examine MRI changes in the brain. The data can be found on the class web page (follow the link to Datasets) in the file labeled mri.txt. Documentation is in the file mri.pdf. See homework #1 for additional information. Problem 1 of this homework uses the same dataset to explore associations between prevalence of diabetes and race in the population from which that sample was drawn.
1. Perform a statistical regression analysis evaluating an association between prevalence of diabetes and race by comparing the odds of a diabetes diagnosis across.

a. Fit a logistic regression model that uses whites as a reference group. Is this a saturated model? Provide a formal report (methods and inference) about the scientific question regarding an association between diabetes and race. 
Methods: A logistic model will be used to test for an association between the odds of a diabetes diagnosis and race using patients identified as white as our reference group and the categories of  ‘black’, ‘asian’, and ‘other’ as our other race groups.  Statistical inference will utilize a two-sided p value and 95% confidence interval utilizing the Wald test and the regression coefficients and standard errors for each group coefficient using the approximate normal distribution for our logistic regression parameter estimates.  Furthermore, overall association between race and diagnosis of diabetes will be analyzed utilizing an F test.  
Analysis:  The model is saturated because we have four parameters (including the slope) and four different race groups for which we are modeling.   Individual group coefficients will not be considered as this to issues of multiple comparison.  Instead the overall association between race and diabetes was analyzed.  The p value for this analysis was .0963 indicating there is no significant association between race and diagnosis of diabetes, failing to reject the null hypothesis of no association at the alpha = .05 level.
b. Using the regression model fit in part (a), provide an interpretation for each of the regression parameters (including the intercept).

Using the model described and analyzed in part a, properly exponentiated, we find the intercept term to be .109 which represents the odds of a person in the ‘white’ group being diagnosed with diabetes.  For those patients in the ‘black’ group we find the coefficient to be 1.93 indicating a person in the ‘black’ group has 1.93 times the odds of a person in the white group which equates to an odds of diagnosis with diabetes of .209.  For those patients in the ‘asian’ group we find the coefficient to be .628 indicating a person in the ‘asian’ group has .628 times the odds of a person in the ‘white’ group which equates to an odds of diagnosis with diabetes of .0682.  For those patients in the ‘other’ group we find the coefficient to be 1.84 indicating a person in the ‘other’ group has 1.84 times the odds of a person in the ‘white’ group which equates to an odds of diagnosis with diabetes of .200.   Since the model is saturated, the estimates of the odds for each group are identical to what we would find if we calculated the odds of diagnosis with diabetes separately in each group outside of our logistic regression model.

c. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (a) using a 0.05 level of significance.
Based on the p values from each coefficient separately, we would conclude that there is a significant increase in the odds of being diagnosed with diabetes if in the ‘black’ group compared to the ‘white’ group (p value = .0259) but not significantly different in odds between the ‘white’ group and ‘asian’ group (p value = .448) or the ‘white’ group and ‘other’ group (p value = .438.)
d. Now fit a logistic regression model that uses blacks as a reference group. How would your report of formal inference differ from that that you provided in part (a)? How does this regression model relate to that in part (a)?
Methods: A logistic model will be used to test for an association between the odds of a diabetes diagnosis and race using patients identified as black as our reference group and the categories of  ‘white’, ‘asian’, and ‘other’ as our other race groups.  Statistical inference will utilize a two-sided p value and 95% confidence interval utilizing the Wald test and the regression coefficients and standard errors for each group coefficient using the approximate normal distribution for our logistic regression parameter estimates.  Furthermore, overall association between race and diagnosis of diabetes will be analyzed utilizing an F test.  

Analysis:  The model is saturated because we have four parameters (including the slope) and four different race groups for which we are modeling.   Individual group coefficients will not be considered as this to issues of multiple comparison.  Instead the overall association between race and diabetes was analyzed.  The p value for this analysis was .0963 indicating there is no significant association between race and diagnosis of diabetes, failing to reject the null hypothesis of no association at the alpha = .05 level.  The coefficients are different in this model as we switched the reference group however the overall test for association does not differ despite this change. 
e. Using the regression model fit in part (d), provide an interpretation for each of the regression parameters (including the intercept.)

Using the model described and analyzed in part a, properly exponentiated, we find the intercept term to be .209 which represents the odds of a person in the ‘black’ group being diagnosed with diabetes.  For those patients in the ‘white’ group we find the coefficient to be .519 indicating a person in the ‘white’ group has .519 times the odds of a person in the black group which equates to an odds of diagnosis with diabetes of .109.  For those patients in the ‘asian’ group we find the coefficient to be .326 indicating a person in the ‘asian’ group has .326 times the odds of a person in the ‘white’ group which equates to an odds of diagnosis with diabetes of .0682.  For those patients in the ‘other’ group we find the coefficient to be .635 indicating a person in the ‘other’ group has .635 times the odds of a person in the ‘black’ group which equates to an odds of diagnosis with diabetes of .200.   Since the model is saturated, the estimates of the odds for each group are identical to what we would find if we calculated the odds of diagnosis with diabetes separately in each group outside of our logistic regression model.
f. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (d) using a 0.05 level of significance.

Based on the p values from each coefficient separately, we would conclude that there is a significant increase in the odds of being diagnosed with diabetes if in the ‘black’ group compared to the ‘white’ group (p value = .0259) but not significantly different in odds between the ‘black’ group and ‘asian’ group (p value = .085) or the ‘black’ group and ‘other’ group (p value = .956) at the alpha = .05 level.
g. What do your results from parts (c) and (f) say about the dangers of using the p values for individual regression parameters from a dummy variable regression to decide whether to include or exclude those variables in a regression model (i.e., in a “stepwise model building” procedure)?
Our results from c and f demonstrate a danger when using only the p values for individual regression parameters from a dummy variable to decide whether or not to include them.  The danger is that while switching the reference group should not affect the overall association in the data between the predictor groups and the response, changing the reference group with change both the coefficient estimates as well as the p values associated with it.  Thus depending on our which reference group we use we could get drastically different models if such a stepwise model building procedure were used.
2. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as dummy variables using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata egen command can be used to categorize the LDL levels
egen ldlCTG = cut(ldl), at(0 70 100 130 160 190 250)
a. Include full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.
Methods: Descriptive statistics for serum LDL levels included the number of cases with missing data, mean, median, range, and standard deviations.  For the purposes of descriptive statistics of the survival probabilitiesby serum LDL level, serum LDL was categorized according to the Mayo Clinic guidelines: less than 70 mg/dL, 70-99 mg/dL, 100-129 mg/dL, 130-159 mg/dL, 160-189 mg/dL, and greater than or equal to 190 mg/dL. Within these categories, Kaplan-Meier estimates of survival were calculated and graphed, and estimates of the 2 and 5 year survival probabilities, as well as the 10th and 20th percentiles of the survival distribution and the restricted mean survival during a period of observation that all LDL strata still had some subjects at risk (5.75 years).  We then ran a proportional hazards model treating LDL as factored groups as described above with lowest LDL group being used as our reference group to estimate the relative risk of instantaneous death between the remaining 5 groups with our reference group.  Robust standard errors will be calculated using the Huber-White sandwich estimator and these will be used to create a 95% confidence interval and a test for significance at the two sided, alpha value of .05 using the Wald Test for each parameter.  An F test will be used to test for an overall association between LDL groups and instantaneous death. 

The study contains 735 patients followed for any cause death.  Ten patients were missing LDL data and were therefore excluded from this analysis. For the 725 subjects with available serum LDL measurements at enrollment, the mean LDL was 126 mg/dL (SD 33.6 mg/dL, range 11 to 247 mg/dL).Table 1 shows estimates for survival for strata defined by LDL levels for the 725 patients with recorded LDL measurements.  On average, the subjects in the lowest LDL stratum were estimated to average 4.91 years of life during the first 5.75 years following study enrollment, while the other strata averaged from 5.23 to 5.45 years.  The lowest strata had much lower 5 year survival (59.1%) than the other five strata (survival ranging from 81.1% to 88.0%), despite having the highest 2 year survival (100%).  The Kaplan-Meier plot makes the low survival rate for the lowest LDL group even more apparent.
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Using a Cox proportional hazards regression model, we evaluate the associations between categorized LDL and mortality. At the 5% significance level, we reject the null hypothesis of no association between LDL and mortality (P=0.0086).
b. Provide an interpretation for each parameter in your regression model, including the intercept.

  Since we have a factorized LDL variable in the Cox proportional hazards regression model, a factor is being used as reference for the hazard ratios. In this model, those with serum LDL at or below 70 mg/dL are the reference. Hence, the intercept would be the ratio of the hazard for subjects with serum LDL at or below 70 mg/dL to themselves, which is 1 by default. We gain no information from this kind of baseline hazard. For those with LDL between 70 and 100 mg/dL, we observe a regression parameter of (once exponentiated) of 0.3981. Thus, from the proportional hazards model, those subjects with LDL between 70 and 100 mg/dL have 60.19% lower instantaneous risk of death than those subjects with LDL below 70 mg/dL. Similarly, interpretations can be given for the other parameters. From the model, those with LDL between 100 and 130 mg/dL have 60.74% lower instantaneous risk of death in comparison to subjects with LDL below 70 mg/dL. Subjects with LDL between 130 and 160 mg/dL have an instantaneous risk of death that is 70.61% smaller than that of subjects with LDL below 70 mg/dL. Subjects with LDL between 160 and 190 mg/dL have 74.34% lower instantaneous risk of death than subjects with LDL below 70 mg/dL. Finally, from the model, subjects with LDL between 190 and 250 mg/dL have 68.33% lower instantaneous risk of death than subjects with LDL below 70 mg/dL. 
c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?

Method:  To asses if the regression model from this model provides a better fit than a model with only a continuous linear term for LDL we conduct a likelihood ratio test comparing the two models simultaneously.

Conducting this analysis we conclude the regression from this problem we are unable to conclude that our factorized grouping of LDL produces a “better fit” model than a model using only a continuous linear term for LDL with a p value of .478, failing to reject the null hypothesis that the categorized fit was equally as good as the linear model.
d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.  
3. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as linear splines using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata mkspline command can be used to create the predictors that can be used in a regression
mkspline ldl0 70 ldl70 100 ldl100 130 ldl130 160 ldl160 190 ldl190 = ldl
a. Include full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.

Methods: Descriptive statistics for serum LDL levels included the number of cases with missing data, mean, median, range, and standard deviations.  For the purposes of descriptive statistics of the survival probabilitiesby serum LDL level, serum LDL was categorized according to the Mayo Clinic guidelines: less than 70 mg/dL, 70-99 mg/dL, 100-129 mg/dL, 130-159 mg/dL, 160-189 mg/dL, and greater than or equal to 190 mg/dL. Within these categories, Kaplan-Meier estimates of survival were calculated and graphed, and estimates of the 2 and 5 year survival probabilities, as well as the 10th and 20th percentiles of the survival distribution and the restricted mean survival during a period of observation that all LDL strata still had some subjects at risk (5.75 years).  We then ran a proportional hazards model modeling linear splines placing knots at the Mayo Clinic guidelines defined above for risk of instantaneous death.  Robust standard errors will be calculated using the Huber-White sandwich estimator and these will be used to create a 95% confidence interval and a test for significance at the two sided, alpha value of .05 using the Wald Test for each parameter.  An F test will be used to test for an overall association between LDL groups and instantaneous death. 

Please see question 2 for an analysis of descriptive statistics.  Using a Cox proportional hazards regression model utilizing the splines defined, we test for an overall association between LDL levels and mortality. At the 5% significance level, we reject the null hypothesis of no association between LDL and mortality (P<.0001).
b. Provide an interpretation for each parameter in your regression model, including the intercept.
For a those with LDL in the range of 11-69mg/dL our model states a person with a one unit increase in LDL will have .978 (95% CI .960, .996) times the risk as someone without this increase.  For a those with LDL in the range of 70-99mg/dL our model states a person with a one unit increase in LDL will have .980 (95% CI .953, 1.01) times the risk as someone without this increase.  For a those with LDL in the range of 100-129mg/dL our model states a person with a one unit increase in LDL will have .998 (95% CI .976, 1.02) times the risk as someone without this increase.  For a those with LDL in the range of 130-159mg/dL our model states a person with a one unit increase in LDL will have 1.00 (95% CI .979, .1.03) times the risk as someone without this increase, in other words the estimated risk of dying is equal for all cases in this LDL range.  For a those with LDL in the range of 160-189mg/dL our model states a person with a one unit increase in LDL will have .971 (95% CI .930, 1.01) times the risk as someone without this increase.  For a those with LDL in the range of 160-247mg/dL our model states a person with a one unit increase in LDL will have 1.03 (95% CI .979, 1.08) times the risk as someone without this increase. 

c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?

We would perform likelihood ratio test to assess the regression model using splines and a model using only a continuous linear term for LDL.  The results of this test yield a p value of .373 indicating our model does not provide a “better” fit at the alpha = .05 level, failing to reject the null hypothesis that there is no improvement in fit using continuous linear model compared to the model utilizing splines.
d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.    
4. By answering the following questions, compare the relative advantages and disadvantages of the various statistical analysis strategies we have considered in Homeworks 1-4 and  problems 2 and 3 in this homework. 
a. What advantages do the regression strategies used in Homeworks 4 and 5 provide over the approaches used in Homeworks 1-3?

Regressions from homeworks 4 and 5 allow us to account for time and how the risk of death changes over this time rather than simply dichotomizing death as happening prior to 5 years or having survived at least 5 years.
b. Comment on any similarities or differences of the fitted values from the three models fit in Homework 4 and the two models fit in problems 2 and 3 of this homework.

Method:  A plot will be created using the fitted values from 2d and 3d plotted on the y axis against LDL on the x axis.
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Both of the models in the top plot and quadratic model in the lower plot both seem to have a slight u-shaped curve.  While the log and linear model are both monotone decreasing.  The step model is the only one that cannot be approximated by a continuous curve.  The greatest deviation between the top two plots occurs around 100 mg/dl (which corresponds to an approximate hazard ratio of 1) and 190 mg dl where the spline model drops below 1. All of the plots appear to similar in their values between 100 and 190mg/dl.  The upper models tend to have higher hazard ratios than the lower 3 models around 150 mg/dl to 225 mg/dl.  The spline, log, and quadratic models are all more affected by low LDL measurements with a high proportional hazard ratio.
c. A priori, of all the analyses we have considered for exploring an (unadjusted) association between all cause mortality and serum LDL in an elderly population, which one would you prefer and why?  
I would have preferred the linear model used to great a hazard proportions model.  Without any prior justification to assume the model would be quadratic or linear I would initially choose the simplest model, in this case linear.  This analysis also allows us to treat LDL levels as a continuous variable in addition to taking full advantage of our time data for death and censored times, unlike the cases where we dichotomized death at 5 years.  Proportional hazards are also relatively easy to interpret intuitively making this analysis even more appealing.

