Biost 518 / 515, Winter 2014
Homework #5
Student 5547, Page 14 of 15

Biost 518: Applied Biostatistics II
Biost 515: Biostatistics II
Emerson, Winter 2014
Homework #5
1. Perform a statistical regression analysis evaluating an association between prevalence of diabetes and race by comparing the odds of a diabetes diagnosis across.  
a. Fit a logistic regression model that uses whites as a reference group. Is this a saturated model? Provide a formal report (methods and inference) about the scientific question regarding an association between diabetes and race.
* This is a saturated model because there are four groups (asian, black, white, and other) and four parameters (the slope for asian, black and other, each compared to whites as a reference group, and the constant). 

 Methods:  The odds of a diabetes diagnosis were compared between racial groups using a logistic regression model.  Whites were used as the reference group in the regression.  Dummy variables were used to model black, Asian and “other” groups.  Statistical inference was based on the Wald statistic computed from the regression slope parameter and its standard error, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for logistic regression parameter estimates.  The robust standard error was not used because this is a saturated logistic regression model and thus the model-based standard error and the robust standard error will agree very closely.  It should be noted that the pairwise p-values from the logistic regression by groups cannot be relied upon due to the risk of Type I error inflation due to the multiple comparisons problem.  To determine whether there is an association between race and a diabetes diagnosis, the overall p value derived from a chi-squared test was used.
Inferences: 
Table 1a. Summary of Inferential Statistics by Group

	
	Number
	Proportion Diabetes+
	Odds Ratio*
	95% Confidence Interval
	P Val.**

	White 

(Reference Group)
	572
	9.79%
	NA
	NA (Reference Group)
	NA

	Black 
	104
	          17.3%
	1.93
	1.08, 3.44
	0.026**

	Asian
	 47
	6.38%
	  0.628
	  0.189, 2.09
	0.448**

	Other
	12
	          16.7%
	1.84
	 0.394, 8.62
	0.437**


* The odds ratio compares the row group to the reference group of whites.
** Due to the multiple comparisons problem, this p-value from the regression across multiple groups cannot be relied upon due to the risk of inflated Type I error.  The overall two-sided p value of 0.1096 is the relevant figure.  Based on this value, we cannot reject the null hypothesis of no association between race and the prevalence of a diabetes diagnosis
1. Blacks compared to Whites.  Logistic regression indicated that the odds ratio of having diabetes for blacks compared to whites was 1.93.  Based on a 95% confidence interval, this observed odds ratio of 1.93 for blacks compared to whites would not be judged unusual if the true odds ratio were anywhere between 1.08 to 3.44.  A two-sided p-value of 0.026 was obtained but because of the multiple comparisons problem, we cannot rely on the p-values resulting from the multiple comparisons across racial groups.  
The overall two-sided p-value for the groups run together is 0.1096.  We cannot reject the null hypothesis of no association between race and diabetes.
Nb. A separate simultaneous test of the two slopes for white and black groups yielded a two-sided p-value of 0.0704.  This suggests that we cannot reject the null hypothesis of equivalent odds.  
2. Asians compared to Whites.  Logistic regression indicated that the odds ratio of having diabetes for Asians compared to whites was 0.628.  Based on a 95% confidence interval, this observed odds ratio of 0.628 for Asians compared to whites would not be judged unusual if the true odds ratio were anywhere between 0.189 to 2.09.  A two-sided p-value of 0.448 indicates we cannot reject the null hypothesis of no true difference in odds of diabetes between Asians and whites because even with the multiple comparisons problem, the p-value indicated no statistical significance.  A separate simultaneous test of the two slopes for white and asian groups yielded a two-sided p-value of 0.541.  We cannot reject the null hypothesis of equivalent odds.  It is worth noting that there was low power to detect significance because of the very small sample size of Asians (N=47).  
3. Other compared to Whites.  Logistic regression indicated that the odds ratio of having diabetes for people in the “Other” group compared to whites was 1.84.  Based on a 95% confidence interval, this observed odds ratio of 1.84 for Asians compared to whites would not be judged unusual if the true odds ratio were anywhere between 0.394 to 8.62.  A two-sided p-value of 0.437 indicates we cannot reject the null hypothesis of no true difference in odds of diabetes between Asians and whites because even with the multiple comparisons problem, the p-value indicated no statistical significance.  A separate simultaneous test of the two slopes for white and asian groups yielded a two-sided p-value of 0.4375.  We cannot reject the null hypothesis of equivalent odds.  It is worth noting that there was low power to detect significance because of the very small sample size of those in the “Other” category (N=12).  
As noted at the outset, the overall two-sided p-value for the groups run together is 0.1096.  We cannot reject the null hypothesis of no association between race and diabetes.
b. Using the regression model fit in part (a), provide an interpretation for each of the regression parameters (including the intercept).
The coefficient for the black group is the log odds ratio compared to whites.  Exponentiation (or running the regression under the logistic rather than the logit command) yields the odds ratio.  Similarly, the coefficient for the Asian group is the log odds ratio compared to whites and the coefficient for the “Other” group is the log odds ratio compared to whites.  The intercept obtained using the logit command represents the log odds of a diabetes diagnosis for whites.  Exponentiation yields the odds of a diabetes diagnosis for whites.
c. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (a) using a 0.05 level of significance.
If the multiple comparisons problems were overlooked, one might have concluded that that there was a statistically significant difference in the odds of a diabetes diagnosis between whites and blacks because the two-sided p-value yielded through logistic regression was 0.026.  
d. Now fit a logistic regression model that uses blacks as a reference group. How would your report of formal inference differ from that that you provided in part (a)? How does this regression model relate to that in part (a)?
Methods:  The odds of a diabetes diagnosis were compared between racial groups using a logistic regression model.  Blacks were used as the reference group in the regression.  Statistical inference was based on the Wald statistic computed from the regression slope parameter and its standard error, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for logistic regression parameter estimates.  The robust standard error was not used because this is a saturated logistic regression model and thus the model-based standard error and the robust standard error will agree very closely.  Simultaneous tests of two slopes were used to test the statistical significance of odds ratios between two racial groups because the p-values from the multiple comparisons in the logistic regression by groups cannot be relied upon due to the multiple comparisons problem.  To determine whether there is an association between race and a diabetes diagnosis, the overall p value derived from a chi-squared test was used.
Contrast with the Model in Part 1a:  Because the odds ratios use blacks as the reference group and blacks had the highest odds of diabetes, the point estimate of odds ratios will all be below 1.  The odds ratio for whites compared to blacks is the reciprocal of the odds ratio for blacks compared to whites found in part (a).  

Odds ratio (black:white) = Odds ratio (white:back)-1= (1.928571) -1  = 0.5185.  

Similarly the 95% confidence intervals for whites compared to blacks will also be the reciprocal of the 95% confidence interval for blacks compared to whites in Part 1a.  

The p value estimated during the multiple comparisons will be the same for blacks compared to whites as whites compared to blacks.
The overall p value between racial groups derived from the F test will remain the same.
Inferences: 
Table 1d. Summary of Inferential Statistics by Group

	
	Number
	Proportion Diabetes+
	Odds Ratio*
	95% Confidence Interval
	P Val.**

	Black 

(Reference Group)
	104
	          17.3%
	NA
	NA (Reference Group)
	NA

	White 
	572
	 9.79%
	   0.5185
	  0.291, 0.924
	0.026**

	Asian
	 47
	6.38%
	 0.326
	 0.091, 1.17
	0.085**

	Other
	12
	          16.7%
	 0.956
	 0.193, 4.74
	0.956**


* The odds ratio compares the row group to the reference group of blacks.
** Due to the multiple comparisons problem, this p-value from the regression across multiple groups cannot be relied upon due to the risk of inflated Type I error.

1. Whites compared to Blacks.  Logistic regression indicated that the odds ratio of having diabetes for whites compared to blacks was 0.519.  Based on a 95% confidence interval, this observed odds ratio would not be judged unusual if the true odds ratio were anywhere between 0.291 and 0.924.  A two-sided p-value of 0.026 was obtained but because of the multiple comparisons problem, we cannot rely on the p-values resulting from the multiple comparisons across racial groups.  A separate simultaneous test of the two slopes for white and black groups yielded a two-sided p-value of 0.0704.  This suggests that we cannot reject the null hypothesis of equivalent odds.  Moreover, the overall two-sided p-value for the groups run together is 0.1096.  We cannot reject the null hypothesis of no association between race and diabetes.

2. Asians compared to Blacks.  Logistic regression indicated that the odds ratio of having diabetes for Asians compared to blacks was 0.326.  Based on a 95% confidence interval, this observed odds ratio of 0.326 for Asians compared to blacks would not be judged unusual if the true odds ratio were anywhere between 0.091 and 1.17.  A two-sided p-value of 0.085 indicates we cannot reject the null hypothesis of no true difference in odds of diabetes between Asians and blacks because even with the multiple comparisons problem inflating Type I error, the p-value indicated no statistical significance.  A separate simultaneous test of the two slopes for black and Asian groups yielded a two-sided p-value of 0.223.  We cannot reject the null hypothesis of equivalent odds.
3. Other compared to Blacks.  Logistic regression indicated that the odds ratio of having diabetes for people in the “Other” group compared to whites was 1.84.  Based on a 95% confidence interval, this observed odds ratio of 1.84 for Asians compared to whites would not be judged unusual if the true odds ratio were anywhere between 0.394 to 8.62.  A two-sided p-value of 0.956 indicates we cannot reject the null hypothesis of no true difference in odds of diabetes between Asians and whites because even with the multiple comparisons problem, the p-value indicated no statistical significance.  A separate simultaneous test of the two slopes for white and asian groups yielded a two-sided p-value of 0.0704.  We cannot reject the null hypothesis of equivalent odds.
As noted at the outset, the overall two-sided p-value for the groups run together is 0.1096.  We cannot reject the null hypothesis of no association between race and diabetes.
e. Using the regression model fit in part (d), provide an interpretation for each of the regression parameters (including the intercept.)
The coefficient for the white group is the log odds ratio compared to blacks.  Exponentiation (or running the regression under the logistic rather than the logit command) yields the odds ratio.  Similarly, the coefficient for the Asian group is the log odds ratio compared to blacks and the coefficient for the “Other” group is the log odds ratio compared to blacks.  The intercept obtained using the logit command represents the log odds of a diabetes diagnosis for blacks.  Exponentiation yields the odds of a diabetes diagnosis for blacks.

f. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (d) using a 0.05 level of significance.

If the multiple comparisons problems were overlooked, one might have concluded that that there was a statistically significant difference in the odds of a diabetes diagnosis between blacks and whites because the two-sided p-value yielded through logistic regression was 0.026.  
g. What do your results from parts (c) and (f) say about the dangers of using the p values for individual regression parameters from a dummy variable regression to decide whether to include or exclude those variables in a regression model (i.e., in a “stepwise model building” procedure)?
The danger of using the p values for individual regression parameters from a dummy variable regression is the risk of inflating Type I error and erroneously relying on a seemingly significant p value that in actuality is greater because of multiple comparisons. 
Moreover, it is very bad practice to drop variables because they are not statistically significant because this would impact the conclusions and potentially inflate Type I error.  The answer should not hinge on how you code your data. 
2. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as dummy variables using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata egen command can be used to categorize the LDL levels.
egen ldlCTG = cut(ldl), at(0 70 100 130 160 190 250)
a. Include full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.
1.  Descriptive Statistics
Methods: As set forth below, descriptive statistics for the right-censored distribution were obtained and categorized according to the following Mayo Clinic guidelines:

(1)  below 70 mg/dL, which is ideal for people at very elevated risk of heart disease; 

(2)  70mg/dL-99.9 mg/dL, the upper bound of the ideal range for people at risk of heart disease; 

(3) 100-129 mg/dL, which is near ideal; 

(4) 130-159 mg/dL, which is borderline high;

(5) 160-189 mg/dL, which is high; and

(6) 190 mg/dL and above, which is very high.

Descriptive statistics include a count of cases with missing data and for cases with available data, the minimum, maximum, mean, standard deviation, and quartile measurements.  Kaplan-Meier survival estimates of the 2- and 5-year survival probabilities, the 10th and 20th percentiles of the survival distribution, and the restricted mean survival during the period where each LDL strata still had some subjects at risk (5.75 years) were calculated.  
Descriptive Statistics:
The study involved 735 subjects in the later years of life, ranging in age between 65 and 99.   The event of interest was all-cause death.  The subjects were followed for a Kaplan-Meier estimated restricted mean of 5.33 years (median 5.66 years, range 5.00 to 5.91 years).  During that period 133 deaths occurred.  

Serum LDL measurements were missing for ten subjects.  Two of these ten died after 0.189 and 0.657 years of observation.  The other subjects remained alive after 5.05 to 5.91 years of observation.  

Among the 725 subjects with available serum LDL measurements, the mean LDL was 126 mg/dL.  The standard deviation was 33.6 mg/dL and the range was 11 mg/dL to 247 mg/dL.  Table 2a summarizes statistics regarding the survival distribution by LDL band.  The lowest five-year survival probability (59.1%) occurred in the group with the lowest serum LDL levels of less than 70 mg/dL.  These subjects had an estimated mean of 4.91 years of life during the first 5.75 years after study enrollment.  The highest five-year survival probability occurred among subjects with serum LDL between 160 and 189 mg/dL (88.0%). 

Figure 2a is a graph of the Kaplan-Meier survival probability estimates, depicting the relative survival probabilities and distributions between serum LDL groups. 
Table 2A1.  Survival Distribution Statistics from Study Enrollment to Death for Subjects with Serum LDL Measurements at Baseline, Kaplan-Meier-Based Estimates
	
	Serum LDL at Study Enrollment
	Total  Subjects with LDL*

	
	11-69 mg/dL
	70-99 mg/dL
	100-129 mg/dL
	130-159 mg/dL
	160-189 mg/dL
	190-247 mg/dL
	

	N Subjects
	   22
	  143
	  228
	225
	  83
	   20
	594

	N Deaths
	   10
	   28
	    44
	  34
	  11
	     4
	131

	2-Yr Surv. Probability
	100% 
	   95.8%
	93.9%
	  95.5%
	  98.8%
	 95.8%
	  95.4%

	5-Yr Surv. Probability
	   59.1%
	  83.2%
	81.1%
	  87.1%
	  88.0%
	 83.3%
	  83.5%

	15th Pctl

Survival
	   3.47 yrs
	  4.72 yrs
	     4.46 yrs
	  5.25 yrs
	   5.39 yrs
	4.94 yrs
	  4.73 yrs

	5.75-Yr Restricted Mean Surv.
	   4.91 yrs
	  5.24 yrs
	     5.23 yrs
	  5.35 yrs
	   5.45 yrs
	5.32 yrs
	  5.28 yrs


* Serum LDL measurements were missing for ten subjects.  Two of these ten died after 0.189 and 0.657 years of observation.  The other subjects remained alive after 5.05 to 5.91 years of observation.  

Figure 2a. Kaplan-Meier Survival Curves by Serum LDL Band
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2. Inferential Statistics

Methods: Using proportional hazards regression with dummy variables, the distribution of time to death from any cause was compared across groups defined by serum LDL categories as follows:
(1)  below 70 mg/dL, which is ideal for people at very elevated risk of heart disease; 

(2)  70mg/dL-99.9 mg/dL, the upper bound of the ideal range for people at risk of heart disease; 

(3) 100-129 mg/dL, which is near ideal; 

(4) 130-159 mg/dL, which is borderline high;

(5) 160-189 mg/dL, which is high; and

(6) 190 mg/dL and above, which is very high.

Any associations between serum LDL category and all-cause mortality was summarized by the hazards ratio computed from the regression model, with confidence intervals and two-sided p values computed using Wald statistics based on the Huber-White sandwich estimator. Subjects missing data for serum LDL at the time of study accrual were omitted from the analysis. It should be noted that the pairwise p-values from the logistic regression by groups cannot be relied upon due to the risk of Type I error inflation due to the multiple comparisons problem.  To determine whether there is an association between serum LDL category and all-cause mortality, the overall p value derived from a chi-squared test was used.
Inferences:
Table 2a2. Summary of Inferential Statistics by Group, Proportional Hazards Regression
	
	N
	Relative Instant. Risk of Death
	Hazard Ratio*
	95% Confidence Interval
	P Val.**

	11-69 mg/dL
	22
	NA(Ref. Group)
	NA (Ref. Group)
	NA (Ref. Group)
	NA

	70-99 mg/dL 
	143
	    60.2% lower
	0.398
	0.203, 0.782
	0.008**

	100-129 mg/dL
	 228
	  60.7% lower
	  0.393
	 0.207, 0.744
	0.004**

	130-159 mg/dL
	225
	      70.5% lower
	  0.295
	 0.153, 0.570
	<0.001**

	160-189 mg/dL
	83
	      74.3% lower
	  0.257
	0.113, 0.580
	  0.001**

	190-247 mg/dL
	20
	      68.3% lower
	  0.317
	0.101, 0.989
	  0.048**


* The hazard ratio compares the row group to the reference group of those in the lowest LDL range of 11-69 m/dL.  The overall p-value of 0.009 indicates that there is a statistically significant association between serum LDL and all-cause mortality.
** Due to the multiple comparisons problem, this p-value from the regression across multiple groups cannot be relied upon due to the risk of inflated Type I error.

Proportional hazards regression was performed on 725 subjects with available baseline serum LDL readings.  During the mean 5.33 years of observation, 131 of these subjects died.  As noted in the discussion of descriptive statistics, the lowest serum LDL group had the lowest five-year survival probability and the lowest 5.75-year restricted mean survival.  The lowest-LDL group of 11-69 mg/dL was used as the reference group for comparison with the other groups.   As summarized in Table 2a2 above, we estimate that the instantaneous risk of death was between 60.2% and 74.3% lower in the other LDL groups compared to the lowest-LDL reference group.  The hazard ratios ranged between 0.257 and 0.398.    The greatest difference was between lowest-LDL group and the 160-189 mg/dL group, which, as noted in the descriptive statistics section, also had the highest five-year survival probability.  
Based on a 95% confidence interval, the observed hazard ratio of 0.257 would not be judged unusual if the true instantaneous risk of death were anywhere from 42.0% to 88.7% lower in the 160-189 mg/dL group compared to the 11-69 mg/dL group.  The overall p value of 0.009 indicates there is a statistically significant association between LDL categories and all-cause mortality.  We can reject the null hypothesis of no difference between any of the groups.  
b. Provide an interpretation for each parameter in your regression model, including the intercept.
Each slope by LDL group constitutes the hazard ratio of that group compared to the reference group of 11-69 mg/dL.  The intercept of the model represents the instantaneous risk of death for the reference group of subjects with 11-69 mg/dL serum LDL.
c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?

Method:  To assess whether the regression model using dummy variables provides a “better fit” than a model using only a continuous linear term for LDL, we can examine the graph of the fitted values of both models to see which better captures the data.  We could also compare the sample restricted means to the means predicted by the dummyfit model and the linear model.  (In linear regression, we also could compare the root mean squared error of each model and compare the R2 of each model.)

Results: 

Figure 2c1-2 below compares the linear fit, dummy fit and fit by categories in modeling how all-cause mortality differs by serum LDL category.  As indicated below, the dummy fit yielded a better model than the linear fit because it permitted separation by groups to discern shifts in survival curves depending on serum LDL category classed according to clinically significant criteria.  The step-like drops were not as problematic in a model involving right-censored data, where survival analyses tend to rely on step-function graphs.
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d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.  
3. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as linear splines using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata mkspline command can be used to create the predictors that can be used in a regression
mkspline ldl0 70 ldl70 100 ldl100 130 ldl130 160 ldl160 190 ldl190 = ldl
a. Include full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.

1.  Descriptive Statistics
Methods: As set forth below, descriptive statistics for the right-censored distribution were obtained and categorized according to the following Mayo Clinic guidelines:

(1)  below 70 mg/dL, which is ideal for people at very elevated risk of heart disease; 

(2)  70mg/dL-99.9 mg/dL, the upper bound of the ideal range for people at risk of heart disease; 

(3) 100-129 mg/dL, which is near ideal; 

(4) 130-159 mg/dL, which is borderline high;

(5) 160-189 mg/dL, which is high; and

(6) 190 mg/dL and above, which is very high.

Descriptive statistics include a count of cases with missing data and for cases with available data, the minimum, maximum, mean, standard deviation, and quartile measurements.  Kaplan-Meier survival estimates of the 2- and 5-year survival probabilities, the 10th and 20th percentiles of the survival distribution, and the restricted mean survival during the period where each LDL strata still had some subjects at risk (5.75 years) were calculated.  

Descriptive Statistics:
The study involved 735 subjects in the later years of life, ranging in age between 65 and 99.   The event of interest was all-cause death.  The subjects were followed for a Kaplan-Meier estimated restricted mean of 5.33 years (median 5.66 years, range 5.00 to 5.91 years).  During that period 133 deaths occurred.  

Serum LDL measurements were missing for ten subjects.  Two of these ten died after 0.189 and 0.657 years of observation.  The other subjects remained alive after 5.05 to 5.91 years of observation.  

Among the 725 subjects with available serum LDL measurements, the mean LDL was 126 mg/dL.  The standard deviation was 33.6 mg/dL and the range was 11 mg/dL to 247 mg/dL.  Table 2a summarizes statistics regarding the survival distribution by LDL band.  The lowest five-year survival probability (59.1%) occurred in the group with the lowest serum LDL levels of less than 70 mg/dL.  These subjects had an estimated mean of 4.91 years of life during the first 5.75 years after study enrollment.  The highest five-year survival probability occurred among subjects with serum LDL between 160 and 189 mg/dL (88.0%). 

Figure 3a is a graph of the Kaplan-Meier survival probability estimates, depicting the relative survival probabilities and distributions between serum LDL groups. 

Table 3A1.  Survival Distribution Statistics from Study Enrollment to Death for Subjects with Serum LDL Measurements at Baseline, Kaplan-Meier-Based Estimates
	
	Serum LDL at Study Enrollment
	Total  Subjects with LDL*

	
	11-69 mg/dL
	70-99 mg/dL
	100-129 mg/dL
	130-159 mg/dL
	160-189 mg/dL
	190-247 mg/dL
	

	N Subjects
	   22
	  143
	  228
	225
	  83
	   20
	594

	N Deaths
	   10
	   28
	    44
	  34
	  11
	     4
	131

	2-Yr Surv. Probability
	100% 
	   95.8%
	93.9%
	  95.5%
	  98.8%
	 95.8%
	  95.4%

	5-Yr Surv. Probability
	   59.1%
	  83.2%
	81.1%
	  87.1%
	  88.0%
	 83.3%
	  83.5%

	15th Pctl

Survival
	   3.47 yrs
	  4.72 yrs
	     4.46 yrs
	  5.25 yrs
	   5.39 yrs
	4.94 yrs
	  4.73 yrs

	5.75-Yr Restricted Mean Surv.
	   4.91 yrs
	  5.24 yrs
	     5.23 yrs
	  5.35 yrs
	   5.45 yrs
	5.32 yrs
	  5.28 yrs


* Serum LDL measurements were missing for ten subjects.  Two of these ten died after 0.189 and 0.657 years of observation.  The other subjects remained alive after 5.05 to 5.91 years of observation.  

Figure 2a. Kaplan-Meier Survival Curves by Serum LDL Band
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2.  Inferential Statistics

Methods: Proportional hazards  regression was performed to evaluate the odds of all-cause death using linear splines and categorized by serum LDL group grouped according to the following Mayo Clinic guidelines:

(1)  below 70 mg/dL, which is ideal for people at very elevated risk of heart disease; 

(2)  70mg/dL-99.9 mg/dL, the upper bound of the ideal range for people at risk of heart disease; 

(3) 100-129 mg/dL, which is near ideal; 

(4) 130-159 mg/dL, which is borderline high;

(5) 160-189 mg/dL, which is high; and

(6) 190 mg/dL and above, which is very high.

Associations between serum LDL category and all-cause mortality were assessed by calculating the hazards ratio, with confidence intervals and two-sided p values computed using Wald statistics based on the Huber-White sandwich estimator. Subjects missing data for serum LDL at the time of study accrual were omitted from the analysis. It should be noted that the pairwise p-values from the logistic regression by groups cannot be relied upon due to the risk of Type I error inflation due to the multiple comparisons problem.  To determine whether there is an association between serum LDL category and all-cause mortality, the overall p value derived from a chi-squared test was used.

Inferences: Proportional hazards regression indicated that the lowest-LDL group had 1.2% greater risk of all-cause mortality per 1 mg/dL decrease in serum LDL among all serum LDL levels within that bracket (hazard ratio = 1.012).  The 95% confidence interval indicates the point estimate would not be unusual if the true difference were between 0.992 and 1.03.  
The highest-LDL group of between 190 and 247 mg/dL had a 5% greater risk of all-cause mortality with each 1 mg/dL increase in serum LDL within that bracket  (hazard ratio = 1.05).  The 95% confidence interval indicates the point estimate would not be unusual if the true difference were between 1.02 and 1.08.  
The 70-99 mg/dL group and the 100-129 mg/dL group had no increase nor decrease in the instantaneous risk of death for each 1 mg/dL change in serum LDL within that bracket.  The 130-159 mg/dL and 160-189 mg/dL groups both had a 0.8% increase in the instantaneous risk of death with each 1 mg/dL increase in serum LDL within that bracket, though the confidence intervals for both of the latter groups contain 1.  The 95% confidence levels for each is specified in Table 3a2 below.  

The overall two-sided p-value was less than 0.001, indicating a statistically significant association between LDL category and all-cause mortality.  We therefore reject with high confidence the null hypothesis of no difference in the instantaneous risk of death between groups. 
Table 3a2. Summary of Inferential Statistics by Group, Proportional Hazards Regression, Splinefit
	
	  N
	Hazard Ratio
	Percent Change in Risk*
	95% Confidence Interval

	11-69 mg/dL
	22
	1.012
	1.2% increase per 1 mg/dL decrease in serum LDL
	0.992, 1.03

	70-99 mg/dL 
	143
	           1.00
	No change within bracket
	0.975, 1.03

	100-129 mg/dL
	 228
	           1.00
	 No change within bracket
	 0.980, 1.02

	130-159 mg/dL
	225
	          0.992
	0.800% increase per 1 mg/dL increase in serum LDL
	  0.967, 1,02

	160-189 mg/dL
	83
	          0.992
	0.800% increase per 1 mg/dL increase in serum LDL
	  0.961, 1.02

	190-247 mg/dL
	20
	          1.05
	 5.00% increase per 1 mg/dL increase in serum LDL
	 1.02, 1.08


*The percent change in risk is for each 1 mg/dL change in serum LDL.  The directionality is specified in the table.
Figure 3.  Kaplan-Meier Graph of Survival Curve Using Splines
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b. Provide an interpretation for each parameter in your regression model, including the intercept.
The coefficient for each serum LDL category describes the change in instantaneous risk of death for each 1 mg/dL change in serum LDL for LDL levels within that spline category.  
The intercept refers to the instantaneous risk of death when serum LDL=0.  This is not a scientifically realistic number because it refers to subjects with no serum LDL.  Theoretically, perhaps the unborn or the dead.

c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?
Method:  To assess whether the regression model using splines provides a “better fit” than a model using only a continuous linear term for LDL, we can examine the graph of the fitted values of both models to see which better captures the data.  We could also compare the sample restricted means to the means predicted by the splines model and the linear model.  (In linear regression, we also could compare the root mean squared error of each model and compare the R2 of each model.)

Results: 

Figure 3c1-2 below compares the linear fit and spline fit by categories in modeling how all-cause mortality differs by serum LDL category.  As indicated below, the spline fit yielded a better model than the linear fit because it permitted separation by groups to discern shifts in survival curves depending on serum LDL category classed according to clinically significant criteria. 

Figure 3c1.  Kaplan-Meier Graph of Survival Curve Using Splines
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 Figure 3c2.  Kaplan-Meier Graph of Survival Curve Using LDL Modeled Continuously
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Figure 3c2.  Kaplan-Meier Graph of Survival Curve Using LDL Modeled Continuously
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d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.    
4. By answering the following questions, compare the relative advantages and disadvantages of the various statistical analysis strategies we have considered in Homeworks 1-4 and  problems 2 and 3 in this homework. 
a. What advantages do the regression strategies used in Homeworks 4 and 5 provide over the approaches used in Homeworks 1-3?

The regression strategies used in homework 4 and 5 provide the advantage of allowing comparison by multiple clinically relevant categories rather than simplistic dichotomization into two groups or examining the distribution of a continuous variable between a dichotomous variable.  The regression strategies used in Homework 4 and 5 allow for drilling down into relevant categories for greater precision of analysis.  The strategies also enable adjustment for potential confounders or effect modifiers. 
b. Comment on any similarities or differences of the fitted values from the three models fit in Homework 4 and the two models fit in problems 2 and 3 of this homework.

The relevant descriptive statistics, including Kaplan-Meier survival estimates by LDL category, are similar between homework 4 and problems 2 and 3 of homework 5.  The model of differences in the instantaneous risk of death between LDL categories is more precise, with different estimates calibrated to the particular LDL category rather than a single figure for difference per unit change in LDL.
c. A priori, of all the analyses we have considered for exploring an (unadjusted) association between all cause mortality and serum LDL in an elderly population, which one would you prefer and why?
A priori of all the analyses we have considered between all-cause mortality and serum LDL, I would prefer proportional hazards regression using splines.  This method has the major disadvantage of complexity in interpretation and difficulties in translation.  However, it is compelling because of the finer-grained differentiation between subjects in clinically relevant categories and the ability to adjust for changes in risk by category.  
