BIOST518   HW5

Problem 1 of this homework uses the same dataset to explore associations between prevalence of diabetes and race in the population from which that sample was drawn.
1. Perform a statistical regression analysis evaluating an association between prevalence of diabetes and race by comparing the odds of a diabetes diagnosis across.

a. Fit 
a logistic regression model that uses whites as a reference group. Is this a saturated model? Provide a formal report (methods and inference) about the scientific question regarding an association between diabetes and race. 
Methods: The odds of subjects with a diabetes diagnosis were compared between subjects in each race (could be black, Asian or others) using a logistic regression model. Statistical inference was based on the Wald statistic computed from the regression slope parameter and its standard error, with two-sided p value and 95% confidence interval computed using the approximate normal distribution for logistic regression parameter estimates. 
Results: Data was available on 735 subjects with race of white, black, Asian and other. Totally there are 656 (89.3%) of the subjects diagnosed with diabetes, and 79 (10.7%) subjects diagnosed not having diabetes. In terms of the race, there are 572 white subjects, 104 black subjects, 47 Asian subjects and 12 others. This is a saturated model, because there are four race groups including white, black, Asian and others, the model are composed of three predictors plus intercept. 
LogOdds= β0+ βblackXblack+ βAsianXAsian+ βotherXother
Of the 572 white subjects, the odds of diabetes diagnosis was 0.109(=eβ0), with robust standard error of 0.0153 and 95% confidence interval between 0.0824 and 0.143. 
The odds ratio of diabetes between black subjects to white subjects was 1.929(=eβblack), with robust standard error of 0.569. Based on a 95% confidence interval, this observed odds ratio of 1.929 for the comparison of black subject group to white subject group would not be judged unusual if the true odds ratio were anywhere between 1.082 and 3.439. 
The odds ratio of diabetes between asian subjects to white subjects was 0.628(=eβasian), with robust standard error of 0.385. Based on a 95% confidence interval, this observed odds ratio of 0.628 for the comparison of asian subject group to white subject group would not be judged unusual if the true odds ratio were anywhere between 0.189 and 2.091. 

The odds ratio of diabetes between other race subjects to white subjects was 1.843(=eβother), with robust standard error of 1.452. Based on a 95% confidence interval, this observed odds ratio of 1.843 for the comparison of other race subject group to white subject group would not be judged unusual if the true odds ratio were anywhere between 0.393 and 8.631.

The overall F-test p value of 0.0956(>0.05) suggests that we do not have enough evidence to reject the null hypothesis that the odds of diabetes diagnosis are not associated with race. In the following table, I used rows for race and columns for subjects with diabetes or non-diabetes. 
[image: image1.emf]Diabetes(=1) Non-Diabetes(=0) Total

White (1) 516.0 56.0 572.0

Black(2) 86.0 18.0 104.0

Asian(3) 44.0 3.0 47.0

Other(4) 10.0 2.0 12.0

Total 656.0 79.0 735.0


b. Using 
the regression model fit in part (a), provide an interpretation for each of the regression parameters (including the intercept).
LogOdds= β0+ βblackXblack+ βAsianXAsian+ βotherXother
The intercept (β0): is the log of odds of diabetes in the white subjects, which is estimated -2.221. Thus the odds of diabetes in the white subjects is estimated to be exp(-2.221)= 0.109. 
βblack:  is the log of odds ratio of diabetes between black subjects to white subjects, which was estimated to be 0.657.

βAsian: is the log of  odds ratio of diabetes between asian subjects to white subjects, which was estimated to be -0.465. 

βother: is the log of odds ratio of diabetes between other race subjects to white subjects, which was estimated to be 0.611. 

c. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (a) using a 0.05 level of significance.
The 
overall F-test p value of 0.0956(>0.05) suggests that we cannot with high confidence reject the null hypothesis that the odds of diabetes diagnosis are not associated with race. 
d. Now fit a logistic regression model that uses blacks as a reference group. How would your report of formal inference differ from that that you provided in part (a)? How does this regression model relate to that in part (a)?
In 
this logistic regression model that uses blacks as a reference group, of the 104 black subjects, the odds of diabetes diagnosis was 0.209 (=eβ0), with robust standard error of 0.0543 and 95% confidence interval between 0.126 and 0.348. 

The odds ratio of diabetes between white subjects to black subjects was 0.519(=eβwhite), with robust standard error of 0.153. Based on a 95% confidence interval, this observed odds ratio of 0.519 for the comparison of white subject group to black subject group would not be judged unusual if the true odds ratio were anywhere between 0.291 and 0.925. 

The odds ratio of diabetes between asian subjects to black subjects was 0.326 (=eβasian), with robust standard error of 0.212. Based on a 95% confidence interval, this observed odds ratio of 0.326 for the comparison of asian subject group to black subject group would not be judged unusual if the true odds ratio were anywhere between 0.0909 and 1.167. 

The odds ratio of diabetes between other race subjects to black subjects was 0.956(=eβother), with robust standard error of 0.781. Based on a 95% confidence interval, this observed odds ratio of 0.956 for the comparison of other race subject group to white subject group would not be judged unusual if the true odds ratio were anywhere between 0.193 and 4.74.

The overall F-test p value of 0.0956(>0.05) suggests that we do not have enough evidence to reject the null hypothesis that the odds of diabetes diagnosis are not associated with race. 

e. Using the regression model fit in part (d), provide an interpretation for each of the regression parameters (including the intercept.)
LogOdds
= β0+ βwhiteXwhite+ βAsianXAsian+ βotherXother
The intercept (β0): is the log of odds of diabetes in the black subjects, which is estimated -1.564. Thus the odds of diabetes in the white subjects is estimated to be exp(-1.564)= 0.209. 
βwhite:  is the log of odds ratio of diabetes between white subjects to black subjects, which was estimated to be -0.657.

βAsian: is the log of  odds ratio of diabetes between asian subjects to black subjects, which was estimated to be -1.12. 

βother: is the log of odds ratio of diabetes between other race subjects to black subjects, which was estimated to be -0.0455.
f. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (d) using a 0.05 level of significance.
The 
overall F-test p value of 0.0956(>0.05) suggests that we do not have enough evidence to reject the null hypothesis that the odds of diabetes diagnosis are not associated with race. 
g. What do your results from parts (c) and (f) say about the dangers of using the p values for individual regression parameters from a dummy variable regression to decide whether to include or exclude those variables in a regression model (i.e., in a “stepwise model building” procedure)?
	 
	Odds Ratio

(white as Ref)
	Individual 

p-value
	Odds Ratio

(black as Ref)
	Individual

P-value

	White
	
	
	0.519
	0.026

	Black
	1.929
	0.026
	
	

	Asian
	0.628
	0.449
	0.326
	0.085

	Other
	1.843
	0.438
	0.956  
	0.956

	Overall p-value
	
	0.0956
	
	0.0956


In 
both parts c and f, the overall F-test p value of 0.0956(>0.05) suggests that we do not have enough evidence to reject the null hypothesis that the odds of diabetes diagnosis are not associated with race. The following tables summarized the p values from part c (white as reference) and part f(black as reference).  We can see, if we only decide based on the individual p-value, then in part c model, only the parameter for black subjects (p=0.026<0.05) was significant, we might get a wrong inference that there is association between diabetes and black race. While in part f model, if we only decide on the individual p values, the parameter for white subjects (p=0.026<0.05) was significant, and we might get a wrong inference that there is association between diabetes and white race
. Both of these inferences are not sufficient to be proved based on the individual p values, since they could be interfered by other race strata.  Thus we cannot only base on the p-value to include or exclude those variables in a regression model. 
2. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as dummy variables using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata egen command can be used to categorize the LDL levels

egen ldlCTG = cut(ldl), at(0 70 100 130 160 190 250)
a. Include 
full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.
Descriptive statistics for serum LDL levels included the number of cases with missing data, the minimum, maximum, mean, standard deviation, the 25th, 50th, and 75th percentiles for the cases with available data. The serum LDL was defined as dummy variables in this regression model, thus serum LDL was categorized according to the Mayo Clinic guidelines: less than 70 mg/dL, 70-99 mg/dL, 100-129 mg/dL, 130-159 mg/dL, 160-189 mg/dL, and greater than or equal to 190 mg/dL. The all-cause mortality across groups defined by serum LDL at baseline using proportional hazards regression modeling serum LDL as dummy variable. Quantification of association between all-cause mortality was summarized by the hazards ratio computed from the regression model, with confidence intervals and two-sided p values computed using Wald statistics based on the Huber-White sandwich estimator. Subjects missing data for serum LDL at the time of study accrual were omitted from the analysis. 

Inferential results:  Data was available on 725 subjects having serum
 LDL of 126 mg/dL(SD 33.6 mg/dL; range 11-247 mg/dL). 131 subjects were finally observed to die in this study. From a proportional hazards regression analysis, the subject group with serum LDL ranged below 70 mg/dL was defined as reference group. We estimate that the instantaneous risk of death is a relative 60.2% lower (hazard ratio 0.398) in subject group with serum LDL ranged between 70-99 mg/dL compared to group with serum LDL below 70 mg/dL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 21.8%  to 79.7% lower in the subject group with serum LDL ranged between 70-99 mg/dL than the reference group (95%CI for hazard ratio 0.398).
We estimate that the instantaneous risk of death is a relative 60.7% lower (hazard ratio 0.393) in subject group with serum LDL ranged between 100-129 mg/dL compared to group with serum LDL below 70 mg/dL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 25.6% to 79.3% lower in the subject group with serum LDL ranged between 100-129 mg/dL than the reference group (95%CI for hazard ratio 0.393).

We estimate that the instantaneous risk of death is a relative 70.6% lower (hazard ratio 0.294) in subject group with serum LDL ranged between 130-159 mg/dL compared to group with serum LDL below 70 mg/dL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 43.2% to 84.8% lower in the subject group with serum LDL ranged between 130-159mg/dL than the reference group (95%CI for hazard ratio 0.294).

We estimate that the instantaneous risk of death is a relative 74.3% lower (hazard ratio 0.257) in subject group with serum LDL ranged between 160-189 mg/dL compared to group with serum LDL below 70 mg/dL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 42% to 88.7% lower in the subject group with serum LDL ranged between 160-189 mg/dL than the reference group (95%CI for hazard ratio 0.257).

We estimate that the instantaneous risk of death is a relative 68.3% lower (hazard ratio 0.317) in subject group with serum LDL ranged between 190-247 mg/dL compared to group with serum LDL below 70 mg/dL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 1.1% to 89.9% lower in the subject group with serum LDL ranged between 190-247 mg/dL than the reference group (95%CI for hazard ratio 0.317).

The overall F-test p value of 0.0087(0<0.05) suggests that we can with high confidence reject the null hypothesis that the risk of death from any cause is not associated with serum LDL levels in favor of a tendency for lower mortality with higher serum LDL levels. 

	LDL(mg/dL)

	# of Subjects
	# of Death
	Hazards Ratio

	Robust SE

	P value

	95% Conf. Int

	11-69
	22

	10

	Reference group


	70-99
	143

	28
	0.398

	0.137

	0.0080

	0.203, 0.782

	100-129
	228

	44
	0.393
	0.128

	0.0040

	0.207,0.744

	130-159
	225

	34
	0.294
	0.0988
	0.0000

	0.152, 0.568

	160-189
	83

	11
	0.257
	0.107
	0.0010

	0.113,0.580

	190-247
	24

	4
	0.317
	0.184

	0.0480

	0.101,0.989

	Total
	725
	131

				

	
	
	
	
	


b. Provide an interpretation for each parameter in your regression model, including the intercept.
The intercept (β0): is the log of instantaneous risk of death for subjects with serum LDL below 70 mg/dL. 

The 
slopes are the log of hazards ratio of all-cause mortality between subjects with each serum LDL strata compared to the reference group (group with serum LDL below 70 mg/dL). 
c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?
To 
assess the better fit model, we can simply compare the squared R in these two models. In the dummy variable model, the Wald R2 is 15.42, while in the model that uses only a continuous linear term for LDL has R2 of 8.92.  Thus the dummy variable model have higher R square, thus has better fit.  The following graph is the plots of the fitted hazard ratios from proportional hazards regression models including a linear continuous term for LDL and a dummy variable transformed term for LDL. 
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d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.  
3. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as linear splines using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata mkspline command can be used to create the predictors that can be used in a regression
mkspline ldl0 70 ldl70 100 ldl100 130 ldl130 160 ldl160 190 ldl190 = ldl

a. Include 
full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.
Descriptive statistics for serum LDL levels included the number of cases with missing data, the minimum, maximum, mean, standard deviation, the 25th, 50th, and 75th percentiles for the cases with available data. To fit the model as linear splines, the serum LDL was categorized according to the Mayo Clinic guidelines: less than 70 mg/dL, 70-99 mg/dL, 100-129 mg/dL, 130-159 mg/dL, 160-189 mg/dL, and greater than or equal to 190 mg/dL. The all-cause mortality across groups defined by serum LDL at baseline using proportional hazards regression modeling serum LDL as spline variable. Quantification of association between all-cause mortality was summarized by the hazards ratio computed from the regression model, with confidence intervals and two-sided p values computed using Wald statistics based on the Huber-White sandwich estimator. Subjects missing data for serum LDL at the time of study accrual were omitted from the analysis. 

Inferential results:  Data was available on 725 subjects having serum LDL of 126 mg/dL(SD 33.6 mg/dL; range 11-247 mg/dL). 131 subjects were finally observed to die in this study. From a proportional hazards regression analysis, we estimate that the instantaneous risk of death is 2.2% lower between two subjects both with serum LDL ranged below 70 mg/dL but differing by 1 mg/dL in serum LDL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 0.37 % to 3.98% lower in the subject groups both with serum LDL ranged below 70 mg/dL but differ in 1 mg/dL. 
We estimate that the instantaneous risk of death is 2.03% lower between two subjects both with serum LDL ranged between 70-99 mg/dL but differing by 1 mg/dL in serum LDL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 4.7% lower to 0.67% higher in the subject groups both with serum LDL ranged between 70-99 mg/dL but differ in 1 mg/dL. 

We estimate that the instantaneous risk of death is 0.23% lower between two subjects both with serum LDL ranged between 100-129 mg/dL but differing by 1 mg/dL in serum LDL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 2.36 % to 1.95% higher in the subject groups both with serum LDL ranged between 100-129 mg/dL but differ in 1 mg/dL. 

We estimate that the instantaneous risk of death is 0.361% higher between two subjects both with serum LDL ranged between 130-159 mg/dL but differing by 1 mg/dL in serum LDL. Based on 95% confidence interval, this observed hazard ratio suggesting higher death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 2.06% lower to 2.84% higher in the subject groups both with serum LDL ranged between 130-159 mg/dL but differ in 1 mg/dL. 

We estimate that the instantaneous risk of death is 2.91% lower between two subjects both with serum LDL ranged between 160-189 mg/dL but differing by 1 mg/dL in serum LDL. Based on 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 7.02% lower to 1.38% higher in the subject groups both with serum LDL ranged between 160-189 mg/dL but differ in 1 mg/dL. 

We estimate that the instantaneous risk of death is 2.88% higher between two subjects both with serum LDL ranged above 190 mg/dL but differing by 1 mg/dL in serum LDL. Based on 95% confidence interval, this observed hazard ratio suggesting higher death rates for groups of patients with higher LDL levels would not be judged unusual if the true instantaneous risk of death were anywhere from 2.09 % to 8.10% lower in the subject groups both with serum LDL above 190 mg/dL but differ in 1 mg/dL.

The overall F-test p value of 0.0000(0<0.05) suggests that we can with high confidence reject the null hypothesis that the risk of death from any cause is not associated with serum LDL levels in favor of a tendency for lower mortality with higher serum LDL levels.
	LDL(mg/dL)
	# of Subjects
	# of Death
	Hazards Ratio
	Robust SE
	P value
	95% Conf. Int

	11-69
	22
	10
	0.978
	0.00921
	0.019
	0.9602,0.9963

	70-99
	143
	28
	0.9797
	0.0136
	0.139
	0.953,  1.0067

	100-129
	228
	44
	0.9977
	0.01099
	0.835
	0.976, 1.019

	130-159
	225
	34
	1.004
	0.0125
	0.773
	0.979, 1.028

	160-189
	83
	11
	0.971
	0.0214
	0.181
	0.9298, 1.014

	190-247
	24
	4
	1.029
	0.02598
	0.261
	0.979, 1.081

	Total
	725
	131
	
	
	
	


b. Provide an interpretation for each parameter in your regression model, including the intercept.
The intercept (β0): is the log of instantaneous risk of death for subjects with serum LDL below 70 mg/dL. 

The 
slopes are the log of hazards ratio of all-cause mortality between two subject groups both between the same range but differing by 1 mg/dL in serum LDL.  
c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?
To 
assess the better fit model, we can simply compare the squared R in these two models. In the linear spline variable model, the Wald R2 is 31.77, while in the model that uses only a continuous linear term for LDL has R2 of 8.92.  Thus the linear spline variable model have higher R square, thus has better fit.  The following graph is the plots of the fitted hazard ratios from proportional hazards regression models including a linear continuous term for LDL and a linear spline variable transformed term for LDL. 
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d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.    
4. By answering the following questions, compare the relative advantages and disadvantages of the various statistical analysis strategies we have considered in Homeworks 1-4 and  problems 2 and 3 in this homework. 
a. What 
advantages do the regression strategies used in Homeworks 4 and 5 provide over the approaches used in Homeworks 1-3?
In the homework 4 and 5, we tested the association between the instantaneous risk of death with serum LDL which is defined as continuous, dummy or spline variables, instead of dichotomization of higher or lower as shown in homework 1-3. This is the first advantage to avoid dichotomization, resulting in higher precision. Secondly, when we test the association between diabetes and race, we should use dummy variable, since the race is nominal variable or unordered.  With continuous variables such as serum LDL, dummy variables assume a step function, which is better than the two group comparison as high and low LDL.  As shown in the above questions, dummy and spline variables give higher R2 values than linear fit, thus better fit model compared to linear regression model. 
b. Comment on any similarities or differences of the fitted values from the three models fit in Homework 4 and the two models fit in problems 2 and 3 of this homework.
The 
following figure display the fitted values from the three models, linear, dummy and spline models, which computed the hazard ratio relative to a group having serum LDL of 160 mg/dL. All of the five models from homework 4 and 5, in each case, the model predicts a trend that is predominantly downward with higher LDL. There is not tremendous difference between the linear, dummy, log fit and quadratic models over the mid-range of LDL, and the greatest differences between the models occur in the lowest ranges of LDL,, where our data is relative sparse. The spline model is more like quadratic shape which has U-shape with higher hazards ratio at the two end area. 
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c. A priori, of all the analyses we have considered for exploring an (unadjusted) association between all cause mortality and serum LDL in an elderly population, which one would you prefer and why?
Compared 
those five models we used in homework 4 and 5, I prefer to choose the logarithmic transformation model, due to its greater interpretability and precision. 
�Overall: 56/81


�10/10


�3/3


�1/3


Looking at parameter p-values, difference between blacks and whites, but not between whites and other races


�2/3


A more explicitly stated comparison between the two models would be better (i.e. reparameterize, same conclusion) 


�3/3


�1/3


Looking at parameter p-values, blacks and whites different, but not blacks with other aces


�1/5


More about dropping dummy variables which would change the coding of the race variable. Comparison is of diabetes between groups as well.


�Comparing blacks and whites


�9/10


Graph would be helpful, as well as more descriptive stats (i.e. Table 1 in key)


�Mean serum


�3/5


Slope parameters should be explicitly described for each group


�0/5


Should include a continuous term with the dummy variables and test regression coefficients for the dummy variables as 0 in multiple partial test


�10/10


��3/5


Slope parameters should be explicitly described for each group


�0/5


Multiple partial test of all regression slope coefficients


�3/3


�2/3


Spline curve seems to be incorrect


Should incorporate the quadratic and log models in the graph as well, since it’s hard to compare without seeing them
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