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1. Perform a statistical regression analysis evaluating an association between prevalence of diabetes and race by comparing the odds of a diabetes diagnosis across.

a. Fit a logistic regression model that uses whites as a reference group. Is this a saturated model? Provide a formal report (methods and inference) about the scientific question regarding an association between diabetes and race. 
This is a saturated model. We have intercept and three slopes to fit the 4 groups in race. So it is saturated.
Method: 

The odds of diabetes in Black, Asian and Other are compared to the odds of diabetes in White. The association between diabetes and race is summarized by the odds ratio of those modeled group and the reference group. The 95% CI and P value are calculated using the Wald statistics ased on the Huver-White estimator. 
Inference:

From the regression test we notice that the odds ratio between black and white group is 1.929, this is statistically significant result(P=0.026). but the odds ratios of the other two groups (Asian/white and Other/white) is not significantly different from 1(the P value is 0.448, 0.437 seperately.). And the overall test result is not significantly significant(0.1096). So we have failed to reject the null hypothesis that the odds ratios are the same over different groups. 
b. Using the regression model fit in part (a), provide an interpretation for each of the regression parameters (including the intercept).
	                                                  LR chi2(3)      =       6.04

	                                                  Prob > chi2     =     0.1096

	               Pseudo R2       =     0.0120

	    diabetes | Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]
        race |                     

	      Black  |   1.928571   .5687768     2.23   0.026     1.081928    3.437742

	      Asian  |   .6282468   .3851597    -0.76   0.448     .1889224    2.089186

	      Other  |   1.842857   1.450827     0.78   0.437     .3938816    8.622192

	       _cons |   .1085271   .0152692   -15.78   0.000     .0823718    .1429876


Intercept(0.1085): the odds of diabetes in white people is 0.1085
Slope(1.929): the odds ratio of diabetes in black and diabetes in white is 1.929. the odds of diabetes in black is 92.85% higher than the odds in white. The observed data will not be unusual if the odds in black is 8.193 % to 243.7% higher than whites. This is statistically significant that the odds are different(P=0.026)
Slope(0.6282): the odds ratio of diabetes in asian and diabetes in white is 0.6282 . the odds of diabetes in Asian is 37.18% lower than the diabetes odds in white. The observed data will not be unusual if the odds in asian is 91.11% lower to 108.9% higher than whites. This is not statistically significant that the odds are different in asian and white (P=0.448)

Slope (1.843): the odds ratio of diabetes in other and diabetes in white is 1.842. the odds of diabetes in other is 84.29 % higher than the diabetes odds in white. The observed data will not be unusual if the odds in other is 69.61% lower to 762.2% higher than whites. This is not statistically significant that the odds are different in other and white (P=0.437)

c. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (a) using a 0.05 level of significance.
If we ignore the multiple comparison, we can tell that the it’s statistically significant that the odds are different in black and white.(P=0.026). While we have insufficient information to reject that the odds are the same over asian, other and white.
d. Now fit a logistic regression model that uses blacks as a reference group. How would your report of formal inference differ from that that you provided in part (a)? How does this regression model relate to that in part (a)?
First the statistical method part, we use different reference group. The odds ratio we got becomes all the other 3 group to the black group rather than to the white group. The inference is almost the same. (although the exact estimate value we got is not the same, but the statistics(P value of the same two groups)should be the same.)

(a)And (d) just use different reference group. The intercept becomes the odds of the reference group. And the slope is the odds ratio of left 3 groups with the reference group. So we can tell that the intercept is not the same, and 1 of the slope should be comparing the same thing.(the slope that compare white and black.)
e. Using the regression model fit in part (d), provide an interpretation for each of the regression parameters (including the intercept.)
	    diabetes | Odds Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]
        race |

	       white |   .5185185   .1529222    -2.23   0.026     .2908887    .9242762

	       asian |   .3257576   .2119288    -1.72   0.085     .0910178    1.165903

	        other|   .9555556   .7805102    -0.06   0.956     .1927452    4.737273

	       _cons |   .2093023   .0542507    -6.03   0.000     .1259344    .3478593


Intercept(0.2093): the odds of diabetes in black people is 0.2093

Slope(white): the odds ratio of diabetes in white and diabetes in black is 1.929. the odds of diabetes in white is 48.15% lower than the odds in black. The observed data will not be unusual if the odds in white is 70.91 % to 7.572%% lower than black. This is statistically significant that the odds are different(P=0.026)

Slope(0.3258): the odds ratio of diabetes in asian and diabetes in black is 0.3258 . the odds of diabetes in Asian is 67.42% lower than the diabetes odds in black. The observed data will not be unusual if the odds in asian is 8.98% lower to 16.59% higher than black. This is not statistically significant that the odds are different in asian and black (P=0.085)

Slope (0.9556): the odds ratio of diabetes in other and diabetes in white is 0.9556. the odds of diabetes in other is 4.444 % lower than the diabetes odds in black. The observed data will not be unusual if the odds in other is 80.73% lower to 373.7% higher than black. This is not statistically significant that the odds are different in other and white (P=0.956)

f. If we were to ignore issue related to multiple comparisons, what conclusions would you reach based on the p values reported in the regression output from part (d) using a 0.05 level of significance.
If we ignore the multiple comparison issue, we can say the it’s statistically significant that the odds of diabetes in white and black are different. While we fail to reject the null hyphothesis that the odds are the same for diabetes in asian and black, other and black. And we have insufficient data to reject the diabetes is associated with race. (P=0.1096)
g. What do your results from parts (c) and (f) say about the dangers of using the p values for individual regression parameters from a dummy variable regression to decide whether to include or exclude those variables in a regression model (i.e., in a “stepwise model building” procedure)?
Since the variables are self correlated, we cannot trust the individual p value to make the decision. The different races are treated as a whole variable, we cannot include or exclude the variable based on the individual P value. When we adjust the association between outcome and the grouping variables, we should consider them all together.
2. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as dummy variables using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata egen command can be used to categorize the LDL levels

egen ldlCTG = cut(ldl), at(0 70 100 130 160 190 250)
a. Include full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.
This study contains 725 subject, and 131 death is observed. In both the table and  the Kaplan Meier Curve here, we can see that the lowest ldl level group has the most difference in survival probability than any other groups. 

	
	Serum LDL at Study Enrollment 
	All Subjects (with LDL Available3) 

	
	11 – 69 mg/dL 
	70-99

mg/dL
	100-129 mg/dL
	130-159 mg/dL
	160-189 mg/dL
	190-247 mg/dL
	

	N Subjects 
	22 
	143 
	228 
	225 
	83 
	24 
	725 

	N Deaths 
	10 
	28 
	44 
	34 
	11 
	4 
	131 

	2 year Survival Probability1 
	100% 
	95.8% 
	93.9% 
	95.6% 
	98.8% 
	95.8% 
	95.6% 

	5 Year Survival Probability1 
	59.1% 
	83.2% 
	81.1% 
	87.1% 
	88.0% 
	83.3% 
	83.6% 

	10th Pctile of Survival1 
	3.46 y 
	3.80 y 
	3.41 y 
	4.30 y 
	4.53 y 
	4.13 y 
	3.66 y 

	20th Pctile of Survival1 
	3.55 y 
	5.44 y 
	5.36 y 
	NA1 
	NA1
	 NA1
	 5.54 y 

	5.75 Year Restricted Mean of Survival2 
	4.91 y 
	5.24 y 
	5.23 y 
	5.35 y 
	5.45 y 
	5.32 y 
	5.29 y 
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Method：The instantaneous risk of death from all causes was compared across gropus defined by serum LDL when fit as dummy variables using the categories above. The 95% CI and P value are calculated using the Wald statistics based on the Huver-White estimator. 

Inference:

From a proportional hazards regression analysis, we estimate that the instantaneous risk of death in ldl70 group is a relative 49.71% lower (hazard ratio 0.5029) than the group of ldl0(reference group). Based on a 95% confidence interval, this observed hazard ratio suggesting lower death rates for groups with ldl0  than patients with higher LDL levels in group ldl70. It would not be judged unusual if the true instantaneous risk of death of ldl70 group were anywhere from 80.31% lower to 28.42% higher than in a ldl0 group. (95% CI for hazard ratio 0.1969 to 1.284). A two-sided p value of 0.151 suggests that we fail to reject the null hypothesis that the risk of death from any cause is the same in group ldl0 and group ldl70.   
It’s the same with other slopes. All of the slopes are the hazard ratio of the correspond group to the reference group( ldl0 group.)
3/3 for descriptive statistics

3/3 for performing an appropriate analysis


1/4 for reporting the association appropriately

Wrong coefficient (-1)

Wrong conclusion (-1)

Total: 8

** You run the regression including the linear term. However, you should have put only dummy variables in your model. That’s why your HR coefficients are different from the key. 

b. Provide an interpretation for each parameter in your regression model, including the intercept.
No intercept in this model. 

	          _t | Haz. Ratio   Std. Err.      z    P>|z|     [95% Conf. Interval]

	      ldlCTG |

	         70  |   .5029001   .2405508    -1.44   0.151     .1969377    1.284206

	        100  |   .6084833   .4058052    -0.74   0.456     .1646537     2.24867

	        130  |   .5602902   .5085308    -0.64   0.523       .09459    3.318799

	        160  |   .6106519   .7331903    -0.41   0.681     .0580474    6.423983

	        190  |   .9738211   1.520167    -0.02   0.986     .0456799    20.76028


The slope of group ldl 70: the hazard of group ldl70 is 49.71% lower than the ldl0 group. It will not be unusual if the observed hazard in ldl70 range is anywhere 80.31% lower to 28.42% higher than the ldl0 group. This result is not statistically significant(P=0.151). we fail to reject the null hypothesis that the hazard is the same with two groups.
It’s the same interpretation for the other slopes. (They are all compared to the same reference group, ldl0 group.)

Wrong coefficient (-2)
Total: 3
c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?
We can compare the root mean square error these models used. Or we can draw the residual plots for each model to see if the residue are flat or not. The linear model has better fitting based on this analysis.

Did not mention including linear term (-1)

Did not mention about the test that regression coefficients for the dummy variables were 0 (-1)
Did not mention what kind of test you use (-1)
Wrong p-value (-1)
Wrong conclusion (-1)
Total: 0
d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.
3. Perform a statistical regression analysis evaluating an association between all-cause mortality and serum by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as linear splines using the categories suggested by the Mayo Clinic as reported on Homework #1. The Stata mkspline command can be used to create the predictors that can be used in a regression
mkspline ldl0 70 ldl70 100 ldl100 130 ldl130 160 ldl160 190 ldl190 = ldl
a. Include full description of your methods, appropriate descriptive statistics, and full report of your inferential statistics.
Check problem 2 for descriptive statistics. 

Method: The instantaneous risk of death from all causes was compared across groups defined by serum LDL when fit as linear splines using the categories above. The 95% CI and P value are calculated using the Wald statistics ased on the Huver-White estimator.

Inference:

From the proportional hazard regression, we can find that in group ldl70 the hazard difference (within a group defined by the ldl7) is 2.03% differing by 1 mg/dl in ldl. (within this ldl7 group, the higher ldl level leads to lower hazard.) It will not be unusual if the hazard is anywhere 4.65% lower or 0.67% higher in a 1mg/dl higher ldl group within this range(ldl7). This result is not statistically significant(P=0.139). So we fail to reject the null hypothesis that the hazard is the same of ldl level inside the range 70mg/dL to 99mg/dL.

b. Provide an interpretation for each parameter in your regression model, including the intercept.
Slope ldl0: the hazard in ldl group is 2.190% lower than the hazard when the ldl level is 0. It will not be unusual if we see the hazard in ldl0 group is anywhere between 3.979% to 0.3672% lower than the population with LDL level of 0. This is statistically significant that we can tell there is a difference between the hazard in group ldl0 and the group who has the ldl value equals to 0. (P=0.019).

Slope ldl70(0 .9797285): the hazard difference (within a group defined by the ldl7) is 2.03% differing by 1 mg/dl in ldl. (within this ldl7 group, the higher ldl level leads to lower hazard.) It will not be unusual if the hazard is anywhere 4.65% lower or 0.67% higher in a 1mg/dl higher ldl group within this range(ldl7). This result is not statistically significant(P=0.139)

It’s the same way to interpret other slopes. Each slope described the hazard ratio between the group.

c. What analysis would you perform to assess whether the regression model used in this problem provides a “better fit” than does a model that uses only a continuous linear term for LDL? What is the result of such an analysis?
We can check the rood mean square error of  these two models to see which model has the fitted value most close to the observed value. The linear model gives a better fit.
d. For each population defined by serum LDL value, compute the hazard ratio relative to a group having serum LDL of 160 mg/dL. (This will be used in problem 4). This can be effected by generating fitted hazard ratio estimates for each individual in the sample, and then dividing that fitted value by the fitted value for a subject having a LDL of 160 mg/dL.    
4. By answering the following questions, compare the relative advantages and disadvantages of the various statistical analysis strategies we have considered in Homeworks 1-4 and  problems 2 and 3 in this homework. 
a. What advantages do the regression strategies used in Homeworks 4 and 5 provide over the approaches used in Homeworks 1-3?
Homework 4 and 5 treat the grouping variable as a continueous variable. This take fully use of the data we get. For previous homework which categorize the data, we lost some information by doing this. It’s not precise. And also in the model in homework #4 and #5,our inference gives more information. We can tell the difference/ratio in grouping variable differing by 1 unit. If we categorize the data, we fail to do so.
b. Comment on any similarities or differences of the fitted values from the three models fit in Homework 4 and the two models fit in problems 2 and 3 of this homework.
In homework 4, we mainly do the transform on the grouping variable(not transformed, log transformed, high order transformed), and in 2 and 3, we use different nonlinear method to fit the model. 
In home work 4, the slope (hazard ratio) we got are comparison between 1 unit difference in the grouping variable (or in the transformed scale). While in this homework, when we use the dummy variable, we always compare to the reference group. And when we use linear spline, the slope we got are in a local range. The slope is the ratio between 2 groups differing by 1 unit inside the range we are talking about. The special case of the linear splines is that all the slope in the local regions are the same, then it becomes the case in homework #4.
c. A priori, of all the analyses we have considered for exploring an (unadjusted) association between all cause mortality and serum LDL in an elderly population, which one would you prefer and why?
I prefer the hazard ratio analysis by comparing the instantaneous risk (hazard) of death over the entire period of observation across groups defined by serum LDL when fit as linear splines using the categories suggested by the Mayo Clinic as reported on Homework #1.In this analysis, we did not dichotomize the data, we do not assume equal hazard ratio all over the region, I think it’s a general analysis we could use to adjust the association.

