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a. The best way to model these variables would be with dummy variables.  This is because they are unordered categorical variables, and thus the values that the variables are coded as do not have any scientifically relevant value in relationship to each other.
b. Inference based on classical linear regression would be incorrect because the relationship between yrdeg and startyr and salary is heteroscedastic. In this case, the classical linear regression too conservative since the greater variances occur where there are more samples.

i. In a real situation I would use linear splines. This is because we have continuous data, and so I would not want to fit dummy variables, and also because I would suspect that the relationship would have non-linearities (due to the complexities of market demand for positions, inflation etc.)
2. We are interested in making inference about the difference in the mean monthly salary paid to faculty according to the year in which faculty obtained their degree and the year in which they started at UW. In all models in this problem, we will appropriately adjust for degree, field, administrative duties, and sex.

	 
	estimate
	t-statistic
	p-value
	lower 95% CI
	upper 95% CI

	slry~yrdeg, startyr NOT adj
	-89.865
	-20.89
	<0.001
	-98.3019
	-81.42895

	slry~startyr, yrdeg NOT adj
	-56.882
	-12.06
	<0.001
	-66.1325
	-47.6323

	slry~yrdeg, startyr adj
	-111.9608
	-11.79
	<0.001
	-130.5796
	-93.34199

	slry~startyr, yrdeg adj
	27.15361
	2.88
	0.004
	8.680149
	45.62707


a. Start year and year of degree are similar proxies for the amount of experience that someone has. If they got their degree a long time ago, they have probably been doing their career for longer, and they have more experience. If they started at UW a long time ago, then they probably also have been in their career for a long time (they have a lot of experience). However, there are going to be individuals who have had been in their career for a long time (so they got their degree a long time ago) but they are newly recruited to UW (they have a more recent start year). In this case, those individuals are likely to be paid more, both to entice them to leave another job to come to the UW but also because they are likely being recruited for jobs such as Chairs of departments etc. Thus they will have systematically higher salaries. This dynamic can be seen in the adjusted models, but is lost in the unadjusted models.
3. We are interested in making inference about the difference in the mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
	 
	estimate
	t-statistic
	p-value
	lower 95% CI
	upper 95% CI

	Unadjusted Women's Salary
	5396.91
	-14.04
	<0.0001
	5091.52
	5702.30

	Unadjusted Men's Salary
	6731.64
	111.01
	<0.0001
	6612.69
	6850.59

	Women's Slry, degree adj
	4742.37
	-13.4
	<0.0001
	4300.49
	5184.26

	Men's Slry, degree adj
	6008.53
	45.95
	<0.0001
	5752.04
	6265.01

	Women's Slry, degree, yrdeg adj
	11230.29
	-7.18
	<0.0001
	6878.69
	15581.89

	Men's Slry, degree, yrdeg adj
	11844.72
	5.55
	<0.0001
	7661.03
	16028.41

	Women's Slry, degree, yrdeg, startyr adj
	14622.91
	-7.14
	<0.0001
	7187.73
	22058.09

	Men's Slry, degree, yrdeg, startyr adj
	15244.37
	4.12
	<0.0001
	7979.86
	22508.88

	Women's Slry, degree, yrdeg, startyr,field adj
	14612.35
	-5.11
	<0.0001
	7871.90
	21352.79

	Men's Slry, degree, yrdeg, startyr,field adj
	15037.78
	4.48
	<0.0001
	8460.65
	21614.90

	Women's Slry, degree, yrdeg, startyr,field, admin adj
	15976.43
	-5.22
	<0.0001
	9185.78
	22767.09

	Men's Slry, degree, yrdeg, startyr,field, admin adj
	16401.33
	4.85
	<0.0001
	9770.19
	23032.47

	Women's Slry, degree, yrdeg, startyr,field, admin, rank adj
	11632.84
	-4.17
	<0.0001
	5255.68
	18010.01

	Men's Slry, degree, yrdeg, startyr,field, admin, rank adj
	11919.61
	3.75
	<0.0001
	5677.48
	18161.75


4. We are interested in making inference about the ratio of geometric mean monthly salary paid to women faculty in 1995 and that paid to men faculty in 1995.
	 
	estimate
	t-statistic
	p-value
	lower 95% CI
	upper 95% CI

	geo mean males:females, UNADJ
	0.81202
	-13.73
	<0.0001
	0.78822
	0.83653

	geo mean males:females, degree adj
	0.82035
	-13.09
	<0.0001
	0.79637
	0.84506

	geo mean males:females, degree, yrdeg adj
	0.90899
	-7
	<0.0001
	0.88500
	0.93363

	geo mean males:females, degree, yrdeg, startyr adj
	0.90791
	-7.04
	<0.0001
	0.88379
	0.93268

	geo mean males:females, degree, yrdeg, startyr, field adj
	0.93565
	-5.1
	<0.0001
	0.91204
	0.95987

	geo mean males:females, degree, yrdeg, startyr, field, admin adj
	0.93572
	-5.21
	<0.0001
	0.91263
	0.95940

	geo mean males:females, degree, yrdeg, startyr, field, admin, rank adj
	0.95671
	-4.15
	<0.0001
	0.93692
	0.97693


5. I used poisson regression and therefore each of the estimates are a ratio of the salaries between men and women.
	 
	estimate
	t-statistic
	p-value
	lower 95% CI
	upper 95% CI

	RR males:females, UNADJ
	0.80172
	-13.58
	<0.0001
	0.77655
	0.82771

	RR males:females, degree adj
	0.81050
	-12.98
	<0.0001
	0.78519
	0.83663

	RR males:females, degree, yrdeg adj
	0.90073
	-7.1
	<0.0001
	0.87510
	0.92712

	RR males:females, degree, yrdeg, startyr adj
	0.89988
	-7.08
	<0.0001
	0.87399
	0.92654

	RR males:females, degree, yrdeg, startyr, field adj
	0.92782
	-5.28
	<0.0001
	0.90237
	0.95399

	RR males:females, degree, yrdeg, startyr, field, admin adj
	0.92813
	-5.4
	<0.0001
	0.90332
	0.95361

	RR males:females, degree, yrdeg, startyr, field, admin, rank adj
	0.95034
	0.01116
	<0.0001
	0.92889
	0.97228


6. Briefly discuss the similarities and differences between the analyses performed in problems 3 – 5. How similar are the predicted values between the models? How different is the inference you would obtain? 

All of the models fit the data somewhat differently (linear splines is a smoother non-linear curve than the linear regression, and the geometric mean works on a multiplicative rather than an additive scale). When we we test the data we find that both the linear and the linear splines models fit the data significantly, but still all of the models predict a fairly similar trend. Essentially the inference does not change. All of the models find, with statistical significance, that women are paid less than men. The number of variables that are adjusted for mediates this effect across each of the 3 models in the same direction (with greater adjustment the difference between men’s and women’s salaries decreases). The degree of difference in the salaries between men and women are highly similar between all of the models, although in question 3 we see the difference as an absolute difference, whereas in models 4 and 5 we see this difference as a relative difference.
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7. For the analysis model that you would have chosen a priori, summarize the scientific relevance of the single model that you think would best reflect any discrimination against women in awarding salaries. Give a formal report of your methods and results.
A priori I would think that doing an adjusted linear regression using the geometric mean would be a good model because we are dealing with a multiplicative model (raises are generally given in percent of wage). Although we would suspect that there might be non-linearities in the model, I would prefer to run a linear regression since it is both easier to run and easier to interpret. If after running the linear model we noted that it did not fit the confounders particularly well, then we could always switch and run linear splines to model the relationship adjusted for the confounders. I think that the best model would be one that adjusts for all of the confounders except for rank. I would not want to adjust for rank as I think it is the likely route by which discrimination is occurring (ie women are getting promoted less).
Methods: The monthly salaries for UW faculty in 1995 were modeled as a log transformed continuous variable and robust linear regression was performed to determine whether there was an association between sex and geometric mean salary. The following variables were adjusted for in the regression model: year employment at UW began, year that the terminal degree was attained, field of study, and whether the individual had administrative duties or not. Statistical inference was based on the Wald statistic computed from the regression slope parameter and its standard error as estimated using the Huber-White sandwich estimator. Two-sided p value and 95% confidence interval were computed using the approximate normal distribution for Poisson regression parameter estimates.
Inference: From a robust linear regression analysis exploring an association between sex and the log transformed monthly salaries of UW employees, we estimate that females earn 6.428% less per month than males when monthly salaries are adjusted for the year employment at UW began, the year that the terminal degree was attained, field of study, and whether the individual had administrative duties or not. Based on the 95% confidence interval this observed difference in earnings would not be unusual if the true difference in earnings for women was between 8.737% and 4.060% lower than what their male counterparts earn. Given the p-value of <0.0001, it would be highly unusual to observe such a trend in the absence of an association, therefore we reject the null hypothesis that there is no association between sex and monthly salary when adjusted for confounders as described above.
