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Biost 515: Biostatistics II
Emerson, Winter 2015
Homework #3
January 23, 2015
Written problems: To be submitted as a MS-Word compatible file to the class Catalyst dropbox by 9:30 am on Monday, February 2, 2014. See the instructions for peer grading of the homework that are posted on the web pages. 
On this (as all homeworks) Stata / R code and unedited Stata / R  output is TOTALLY unacceptable. Instead, prepare a table of statistics gleaned from the Stata output. The table should be appropriate for inclusion in a scientific report, with all statistics rounded to a reasonable number of significant digits. (I am interested in how statistics are used to answer the scientific question.)

Unless explicitly told otherwise in the statement of the problem, in all problems requesting “statistical analyses” (either descriptive or inferential), you should present both
· Methods: A brief sentence or paragraph describing the statistical methods you used. This should be using wording suitable for a scientific journal, though it might be a little more detailed. A reader should be able to reproduce your analysis. DO NOT PROVIDE Stata OR R CODE.
· Inference: A paragraph providing full statistical inference in answer to the question. Please see the supplementary document relating to “Reporting Associations” for details.
This homework considers pregnancy outcomes in an observational study of women attending a prenatal clinic in South Africa. Questions in this homework focus most closely on association with delivery of babies that are small for gestational age (SGA). The data can be found on the class web page (follow the link to Datasets) in the file labeled pregout.txt (you will not need any of the longitudinal measurements in the file preglong.txt). Documentation is in the file pregnancy.pdf.
1. Provide suitable descriptive statistics relevant to this analysis.

Methods: For this table and this table only, 5 observations were dropped which had missing data for the variable indicating gestational 
age. Not dropped from the analysis
: 6 observations that had missing values for height and 4 observations that had missing values for smoker.
	Table 1. Descriptive Statistics by Gestational Size*

	
	Not Small for Gest. Age (n=647; 86.3%)

	Small for Gest. Age
(n=103; 13.7%)
	Overall

(n=750)

	Mother’s Height (cm)*
	157 (6.52; 106 – 176)
	154.63 (5.90; 142 – 172)
	156.69 (6.59; 106 – 176)


	Age (years)
	24.91 (5.42; 14 - 43)
	23.79 (4.83; 16 – 35)
	24.76 (5.36; 14 – 43)

	Parity

	1.13 (1.22; 0 – 6)
	0.88 (1.10; 0 – 6)
	1.096 (1.21; 0 – 6)

	Smokers
	186 (28.75%)
	44 (42.72%)
	230 (30.67%)

	Birth Weight (g)
	3246.21 (402.13; 2510 – 4730)
	2225.39 (409.44; 1035 – 3780)
	3106.01 (534.72; 1035 – 4730)

	Infant Sex: Female
	308 (47.60%)
	59 (57.28%)
	367 (48.93%)

	Gest. Age at Delivery (weeks)
	39.38 (1.24; 38 – 44)
	37.92 (2.20; 30 – 42)
	39.18 (39.18; 30 – 44)


*Continuous variables report: “Mean (Std. Dev.; Range)”. Categorical variables report: “N (Percentage)”.

**
6 observations had missing values for mother’s height

***All figures reported to 2 decimal spaces

Inference: In total, there are 750 observations after dropping 5 observations 
with missing data for gestational age. 103 observations, or 13.7% of the overall observations, are coded as small for gestational age. Observations small for gestational age compared to those not small for gestational age present a lower average age (23.79 years versus 24.91 years), lower parity on average (0.88 versus 1.13), higher proportion of smokers (42.72% versus 28.75%), lower birth weight on average (2225.39 g versus 3246.21 g), higher proportion of females (57.28% versus 47.60%), and lower average gestational age at delivery (37.92 weeks versus 39.38 weeks). 
There may or may not be an impact of confounding when we look at these variables individually

2. Perform a statistical regression analysis evaluating an association between the odds of delivery of infants who were small for gestational age (SGA) and maternal smoking behavior. (Only give a formal report of the inference where asked to.)
a. Give 
full inference regarding the association between SGA and maternal smoking. 

Our logistic regression analysis allows us to estimate that among smokers, the odds of being small for gestational age is 89% higher than among non-smokers. This estimate is statistically significant (P = .0000


). A 95% CI suggests that this OBSERVED ODDS RATIO is not unusual if in the population the smoking group would have an TRUE odds ratio of being small for gestational age that was anywhere from 1.24 lower or 2.89 higher than the younger group.

b. Use 
the regression model parameter estimates to provide estimates of both the odds and the probability of delivering a SGA infant separately for smokers and nonsmokers. How do these estimates compare with simple descriptive statistics as you might have reported in problem 1. Explain any differences or similarities.

· In the regression model provided, the odds of delivering a SGA infant for smokers is 0.24194
· In the regression model provided, the probability of delivering a SGA infant for smokers is 0.1948
· In the regression model provided, the odds of delivering a SGA infant for non-smokers 0.12798
· In the regression model provided, the probability of delivering a SGA infant for non-smokers is 0.11346
According to the descriptive statistics in Table 1, overall, 13.7% of observations delivered a SGA infant. Among smokers, this figure rose to 42.72%. Among non-smokers, the proportion who deliver an SGA infant is 11.35%. This is the same as the probability listed from the regression model. The other descriptive values are not strictly matching those of the regression model. 

c. There 
were actually four regression analyses that could have been used to answer this question. I am betting that all students would have fit a regression model with SGA as response and the indicator of maternal smoking as the predictor. Presuming that you did indeed fit that model, explain the similarities and differences between the estimates and inference you would have obtained for the following three additional models (You do not need to run these analyses, if you can tell me how they differ without doing so. It is of course okay to run the analyses if it will help you recognize the more general principles.):

i. You 
create an indicator NONSMOKER that the mother was a nonsmoker, and you fit a logistic regression model of response SGA on predictor NONSMOKER.

· In the NONSMOKER simple regression model the odds of being small for gestational age are 48% decreased for nonsmokers than they are for smokers (CI: 34.62% - 80.83%).

· In the NONSMOKER regression model provided, the odds of delivering a SGA infant for smokers is 0.24194 (Same as original)
· In the NONSMOKER regression model provided, the probability of delivering a SGA infant for smokers is 0.1948 (Same as original)
· In the NONSMOKER regression model provided, the odds of delivering a SGA infant for non-smokers 0.12798 (Same as original)
· In the NONSMOKER regression model provided, the probability of delivering a SGA infant for non-smokers is 0.11346 (Same as original)
We see in the similarities here that the underlying principles of the regression model are the same despite there being an inversion in the designation values
 for smoking and nonsmoking variables. 

ii. You create an indicator NOTSGA that the infant was not small for gestational age, and you fit a logistic regression model of response NOTSGA on predictor SMOKER.

· In the NOTSGA simple regression model the odds of not being small for gestational age are 48% decreased for smokers than they are for nonsmokers (CI: 19.17% - 65.38%).

· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for smokers is 4.133 In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for smokers is 0.8052
· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for non-smokers 7.813
· In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for non-smokers is 0.8865
We see differences here due to the inversion of the outcome variable’s value assignments in NOTSGA versus those in SGA. 

iii. You fit a regression model of response NOTSGA on predictor NONSMOKER. 
· In this simple regression model the odds of not being small for gestational age are 89% increased for non-smokers than they are for smokers, (CI of OR 1.23 – 2.89).

· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for smokers is 4.133 (same as above) 
· In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for smokers is 0.8052 (same as above)
· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for non-smokers 7.813 (same as above)
· In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for non-smokers is 0.8865 (same as above)
This regression model in “iii” yields inference and estimates that translate identically to those in the regression model from section “ii”. 

3. Repeat problem 2, except consider a statistical regression analysis evaluating an association between the odds of delivery of infants who were small for gestational age (SGA) and maternal smoking behavior by evaluating the difference in probabilities for SGA across smoking groups. 
a. Give 
full inference regarding the association between SGA and maternal smoking. 

We look at risk difference here. With an intercept of 0.1134 and a slope of 0.08, we estimate that between smokers and non-smokers, the risk difference of SGA is 0.92
. This estimate is statistically significant (P = .006
). A 95% CI suggests that this observation is not unusual if the smoking group’s SGA TRUE probability increased from 15.26% to 92.84% 
compared to the non-smoking group.
b. Use
 the regression model parameter estimates to provide estimates of both the odds and the probability of delivering a SGA infant separately for smokers and nonsmokers. How do these estimates compare with simple descriptive statistics as you might have reported in problem 1. Explain any differences or similarities. Log rate = -2.176 + 0.54 * smoking status (0 or 1)
· In the regression model provided, the odds of delivering a SGA infant for smokers is 0.24194

· In the regression model provided, the probability of delivering a SGA infant for smokers is 0.1948
· In the regression model provided, the odds of delivering a SGA infant for non-smokers 0.1135
· In the regression model provided, the probability of delivering a SGA infant for non-smokers is 0.1280
According to the descriptive statistics in Table 1, overall, 13.7% of observations delivered a SGA infant. Among smokers, this figure rose to 42.72%. Among non-smokers, the proportion who deliver an SGA infant is 11.35%. Again, this is the same as the probability listed from the regression model. The other descriptive values are not strictly matching those of the regression model. 

c. There 
were actually four regression analyses that could have been used to answer this question. I am betting that all students would have fit a regression model with SGA as response and the indicator of maternal smoking as the predictor. Presuming that you did indeed fit that model, explain the similarities and differences between the estimates and inference you would have obtained for the following three additional models (You do not need to run these analyses, if you can tell me how they differ without doing so. It is of course okay to run the analyses if it will help you recognize the more general principles.):

i. You create an indicator NONSMOKER that the mother was a nonsmoker, and you fit a logistic regression model of response SGA on predictor NONSMOKER.

· In the NONSMOKER simple regression model the odds of being small for gestational age are 48% decreased for nonsmokers than they are for smokers (CI: 34.62% - 80.83%).

· In the NONSMOKER regression model provided, the odds of delivering a SGA infant for smokers is 0.24194 (Same as original)

· In the NONSMOKER regression model provided, the probability of delivering a SGA infant for smokers is 0.1948 (Same as original)

· In the NONSMOKER regression model provided, the odds of delivering a SGA infant for non-smokers 0.12798 (Same as original)

· In the NONSMOKER regression model provided, the probability of delivering a SGA infant for non-smokers is 0.11346 (Same as original)

We see in the similarities here that the underlying principles of the regression model are the same despite there being an inversion in the designation values for smoking and nonsmoking variables. 

ii. You create an indicator NOTSGA that the infant was not small for gestational age, and you fit a logistic regression model of response NOTSGA on predictor SMOKER.

· In the NOTSGA simple regression model the odds of not being small for gestational age are 48% decreased for smokers than they are for nonsmokers (CI: 19.17% - 65.38%).

· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for smokers is 4.133 In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for smokers is 0.8052
· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for non-smokers 7.813

· In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for non-smokers is 0.8865

We see differences here due to the inversion of the outcome variable’s value assignments in NOTSGA versus those in SGA. 

iii. You fit a regression model of response NOTSGA on predictor NONSMOKER. 

· In this simple regression model the odds of not being small for gestational age are 89% increased for non-smokers than they are for smokers, (CI of OR 1.23 – 2.89).

· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for smokers is 4.133 (same as above) 
· In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for smokers is 0.8052 (same as above)
· In the NOTSGA regression model provided, the odds of delivering a NON-SGA infant for non-smokers 7.813 (same as above)

· In the NOTSGA regression model provided, the probability of delivering a NON-SGA infant for non-smokers is 0.8865 (same as above)

This regression model in “iii” yields inference and estimates that translate identically to those in the regression model from section “ii”. 

4. Repeat problem 2, except consider a statistical regression analysis evaluating an association between the odds of delivery of infants who were small for gestational age (SGA) and maternal smoking behavior by evaluating the ratio of probabilities for SGA across smoking groups.
a. Give 
full inference regarding the association between SGA and maternal smoking. 

We look at risk ratio here. With an intercept of -2.1762 and a slope of .5405, our Poisson regression analysis allows us to estimate that among smokers, the probability of SGA increases by 54.1% 
compared to non-smokers. This estimate is statistically significant (P = .006). A 95% CI suggests that this observation is not unusual if the smoking group’s SGA probability increased from 15.26% to 92.84% compared to the non-smoking group.

b. Use 
the regression model parameter estimates to provide estimates of both the odds and the probability of delivering a SGA infant separately for smokers and nonsmokers. How do these estimates compare with simple descriptive statistics as you might have reported in problem 1. Explain any differences or similarities. Log rate = -2.176 + 0.54 * smoking status (0 or 1)

· In the regression model provided, the odds of delivering a SGA infant for smokers is 0.24194

· In the regression model provided, the probability of delivering a SGA infant for smokers is 0.1948

· In the regression model provided, the odds of delivering a SGA infant for non-smokers 0.1135

· In the regression model provided, the probability of delivering a SGA infant for non-smokers is 0.1280

According to the descriptive statistics in Table 1, overall, 13.7% of observations delivered a SGA infant. Among smokers, this figure rose to 42.72%. Among non-smokers, the proportion who deliver an SGA infant is 11.35%. Again, this is the same as the probability listed from the regression model. The other descriptive values are not strictly matching those of the regression model. 

c. There 
were actually four regression analyses that could have been used to answer this question. I am betting that all students would have fit a regression model with SGA as response and the indicator of maternal smoking as the predictor. Presuming that you did indeed fit that model, explain the similarities and differences between the estimates and inference you would have obtained for the following three additional models (You do not need to run these analyses, if you can tell me how they differ without doing so. It is of course okay to run the analyses if it will help you recognize the more general principles.):

i. You create an indicator NONSMOKER that the mother was a nonsmoker, and you fit a logistic (Poisson here) regression model of response SGA on predictor NONSMOKER.
The primary differences we would see here would correspond with the inversion of the slope. This impacts calculation of probability and odds. 

ii. You create an indicator NOTSGA that the infant was not small for gestational age, and you fit a logistic (poisson) regression model of response NOTSGA on predictor SMOKER.
We see differences here due to the inversion of the outcome variable’s value assignments in NOTSGA versus those in SGA. Unlike with the simple flip of the slope’s sign in the previous instance, here we have a new slope and new intercept, resulting in different calculations for the probability and odds
. The p-value changes 
and we see this not statistically significant.
iii. You fit a regression model of response NOTSGA on predictor NONSMOKER. 

This poisson regression model in “iii” yields a slope that is inverted from section “ii”. Otherwise, the intercept is unique and the according estimates would also be unique. The p-value changes and we see this not statistically significant.
5. How
 do the analyses performed in problems 2-4 compare to that that would be obtained in a simple two sample comparison of SGA by smoking status (i.e., using methods covered in Biost 517/514.) Explicitly mention where they would be similar or different?

The methods covered in Biost 517, simple two-sample comparisons, would not prove to be an appropriate set of analyses because of their inability to account for effect modification and confounding 
in the robust way that a regression model can. This would be even more apparent if additional variables were built into the model. 

6. Perform a regression analysis of the distribution of the prevalence of SGA infants across groups defined by the continuous measure of maternal age. In all cases we want formal inference. (Note: In problem 7, I am asking you to plot the estimated probabilities of SGA infants from each of these regression models. Hence, you will want to make sure you estimate those fitted values following each regression.)
A new variable was created to indicate advanced maternal age (greater than 35).

a. Evaluate
 associations using risk difference (RD: difference in probabilities).

We use linear regression for the risk difference. We estimate that among those in advanced maternal age, the risk is 86.9% higher of delivering an SGA infant. A 95% CI suggests that this observation is not unusual if the true difference were between 82.5% and 93.3%. The two sided P value is P < .0000, 
statistically significant. 
b. Evaluat
e associations between risk ratio (RR: ratios of probabilities).
We use Poisson regression for the risk ratio. With an intercept of -1.926 and a slope of -1.787, our Poisson regression analysis allows us to estimate that among those with advanced maternal age, the probability of SGA increases by 16.7% compared to those younger than 35. This estimate is not statistically significant (P = .072), so the 95% CI is omitted here
. 
c. Evaluat
e associations using odds ratio (OR: ratios of odds)

We use logistic regression for the odds ratio. Our logistic regression analysis allows us to estimate that among those with advanced maternal age, the odds of being small for gestational age is 85.4% higher than among those younger than 35. This estimate is not statistically significant (P = .059), 95% CI omitted. 

d. Using 
the regression parameter estimates from each of these regressions, provide an estimate of the probability that a 20 year old mother would have a SGA infant. Explain any similarities or differences these estimates might have when compared to the sample proportion of SGA infants among 20 year olds.

7. Produce 
a plot of the estimated probability of an SGA infant by age as derived by each of the following methods. Comment on the similarity and difference among the various fitted values form the various analyses performed in problem 6. (Note that Stata allows you to specify multiple Y variables for a single X variable: scatter y1 y2 y3 y4 age)
Cannot generate for some reason. Have mercy.

a. Sample proportions within each unique age: This can be obtained in Stata using the command egen varname= mean(sga), by(age).
b. Estimated probabilities for each age in the data as derived from each of the regression analyses. In Stata, this can be obtained using the simple “post-estimation” command: predict varname.  (But use a different variable name for each fitted value.) 

i. After performing a linear regression, the default action of the “predict” function is to create a variable that contains the estimated “linear predictor”, which corresponds to the regression based estimate of the mean. With a binary response variable, the mean response is the proportion.

ii. After performing a Poisson regression, the default action of the “predict” function is to create a variable that contains the exponentiated estimated “linear predictor”, which corresponds to the regression based estimate of the mean. With a binary response variable, the mean response is the proportion. (The linear predictor in Poisson regression corresponds to the log “rate”, because Poisson regression uses a log link function.

iii. In logistic regression, the estimated “linear predictor” corresponds to the log odds. Exponentiating that would correspond to the odds. By default, Stata figures that you would really rather have the estimated probability, which is computed as prob = odds / (1 + odds). So, after performing a logistic regression, the default action of the “predict” function is to create a variable that contains the the regression based estimate of the mean. 
8. Perform a logistic regression analyses of the distribution of the prevalence of SGA infants across groups defined by the logarithmically transformed maternal age.

a. Provide 
formal inference for associations using odds ratio (OR: ratios of odds) and log transformed age.

A variable was generated for log transformed 
maternal age. We use logistic regression for the odds ratio. Our logistic regression analysis allows us to estimate that among those with (log) advanced maternal age

, the odds of being small for gestational age is 85.4% higher than among those younger than 35. This estimate is not statistically significant (P = .059), 95% CI omitted. 


b. Why 
might it be reasonable or silly to have performed such an analysis rather than the analysis in problem 6c?
This is a bit silly because of the redundancy of log transforming a continuous variables that you are simply going to dichotomize with an indicator variable later on (as I did for advanced maternal age). 
�Total Score: 30/160


�Score for Question 1: 5/10


-1 Your methods section is very sparse. This would be a good place to explain which descriptive statistics you present in your table in more detail than can be provided in a small footnote after the table. 


-0.5 because your description of how you handled missing data is not very clear.


-0.5 for inconsistent use of significant figures and minor issues with Table 1 (see comments below)


-3 Since you do not report descriptive statistics stratified by smoker (or age) it makes it very difficult for us to assess potential confounding, one of the primary goals of descriptive statistics. Your discussion of whether or not there is confounding is very vague and is not backed up by any descriptive statistics.


�Did you drop these subjects when producing all the summary statistics in this table? Or just for getting summary statistics for birthweight? It is not clear whether you mean that the mean maternal height, for example, is reported only for subjects whose infant birthweight was not missing or if you mean that these subjects were only ignored when you got summary statistics for birthweight.


�We are unable to estimate means, for example, when we have mssing observations unless we ignore (drop) those missing values. So I think ou mean to say that the subjects with missing smoking and height measurements were dropped only for analyses that involved those variables.s


�It seems redundant to report both sample size and percentages because knowing the overall sample size we can easily figure out the percentages.


�Make sure your sigfigs are consistent, at least across rows. Here you report means to different numbers of sigfigs and you report only 3 sigfigs for SD but 5 for mean height. Typically three our four would suffice.s


�I think it makes sense to think about parity as an ordered categorical variable rather than a continuous variable, in which case it would be usueful report percentages indicating how many mothers were giving birth to their first vs second vs third etc. child.s


�You should make sure it is clear what “N” is. You use “n” above to denote sample size so I’m assuming that’s what you mean here. But in this case, reporting both frequency and percentage seems redundant. Wince we know the overall sample size in each SGA group (and the number of missing observations hopefully), we can easily calculate the frequency from the percentage. That being said, if you’re going to report frequencies you should also report the number missing so we can assess patterns in missingnes across SGA groupss


�What does this ** refer to? I don’t see a ** in the tables


�Remember, there is an important distinction between how many significant figures we report and how many decimal places we report. Typically we care about significant figures, not decimal palces. The number of decimal places we want to report will vary depending on the values the variable takes on.


�What was your motivation for dropping these observations? Gestational age is not our outcome of interest so it seems that we would actually really want to keep these obserations in our analysis since they are not missing SGA and SGA is what we really care about.


�It is important that you take care to distinguish which are maternal characteristics and which are infant characteristics


�This is very vague. Remember that this is one of the most important questions to answer with descriptive statistics. This should have been explored with detail.


�Score for 2a: 2.5/10 


-5 for no methods section (what are you comparing? What is your response? Predictor? Summary measure? Method of comparision? What methods did you use to construct CIs and to conduct your hypothesis test?)


-0.5 for reporting p=0


-0.5 for not reporting individual group estimates (this is a saturated model and really just a two-sample problem so we can easily do so


-0.5 because your CI interpretation is a bit sloppy (see inserted comments)


-0.5 for not stating if pvalue is one or two sided


-0.5 for not stating any conclusions





�Remember: we are advised never to report p = 0, but instead to report p < 0.0001. See supplementary “Reporting associations” document for more details Also note that the key reports p=0.003.


�Also you need to report if it is one or two-sided


�You also need to interpret this result and state your conclusion


�Score for 2b: 3/5 points


-0.5 for reporting so many significant figures (see “reporting associations” supplementary document)


-0.5 for sparse writeup. The key provides much more detail and your use of bullets instead of full sentences does not seem appropriate.


-1 for not commenting on why your estimates do not match those in Table 1 (see my comment below)


�They should match exactly, but I believe in your case they do not because you excluded the 5 subjects with missing infant birthweight measurements from all analyses in your Table 1. If you had not done so, then your Table 1 estimates would exactly match these estimates because this is a saturated model.


�Score for 2c: 3/10 points 


You explain how your fitted values for probability and odds of delivering an SGA infant for smokers and non-smokers will correspond with our original analysis, but do not comment on how the estimated intercept and slope will change. -4


You also do not mention how the p values will be the same. -1


In parts ii) and iii) you do not recognize/explain the correspondence between your estimates and our original estimates. - 2





�How would the estimated intercept and slope differ from our original analysis?


�What is the relationship between this estimate and that in our original analysis?


�I’m confused by what you mean by this


�We see “differences” only because we are reporting the probabilities and odds of delivering a non-SGA infant. In fact you will notice that these estimates do correspond to the estimates in our original analysis since the probability of delivering an SGA infant = 1-probability of delivering nonSGA infant, so you in fact estimated that the probabilyt of delivering an SGA infant for smokers is 1-0.8052 = 0.1948


�And in fact these correspond to our estimates in part i) and a).


�Score for 3a: 2/10


-5 No methods section


Your estimates do not match the key..


-1.5 You do not report whether your test is one or two sided, you report no conclusion, and you need to be sure to take care when reporting your CI (see comments above)


-0.5 for not reporting idnvidual group probability estimates


-1 because the estimated risk difference is inconsistent with slope and intercept you report and does not match the key. Also your CI is incorrect and it is impossible for me to determine why since you did not report your methods.


�I’m not sure why the risk difference you report does not correspond to the estimated slope of 0.08… 


�One or two sided? What’s your conclusion?


�These are not correct. See key.


�Score for 3b: 3.5/5


-1.5 You do not comment on and/or recognize the source of the difference between you estimates and those in Table 1


Again you really should report only three significant figures and use full sentences rather than bullets, but I will not take points off again.


�Really only three significant figures necessary here


�They should be because this is a saturated model. See my reasoning for this mismatch in your case in question 2B.


�Score for 3c: 2.5/10


-5 You miss the very important point that all fitted values and inference about associations are the same when we use the same language about the probability (or odds) of delivering an SGA infant comparing smokers to nonsmokers.


-2 for not commenting on the relationship between the intercept and slope in these reparameterizations compared to the original analysis.


-0.5 You do not comment on how the p values will stay the same.


�Score for 4a: 1/10 points


-5 No methods section


-1 for not exponentiating your slope in interpreting the estimated ratio of probabilities


-2.5 for copy-pasting your p value and CI from your answer to 2a above and not updating your answer with the CI for the ratio of probabilities.


-0.5 for not reporting idnvidual group probability estimates





�This is incorrect and difficult for me to assess why since you do not provide your methods. However, when I ran poisson regression with the binary indicator for smoker as the predictor and SGA as the response, I get the same intercept and slope as you. However, you forgot that you need to exponentiated the slope to get the estimated ratio of probabilities.


�This is copy-pasted from your answer to 3a and is not updated to reflect the fact that we are conducting a very different analysis in this question


�Score for 4b: 3.5/5


-1.5 You do not recognize the source of the difference between you estimates and those in Table 1 (see my comments for 2b)


Again you really should report only three significant figures and use full sentences rather than bullets, but I will not take points off again.


�Score for 4c: 2/10


Your answers are very sparse.


-5 You miss the very important point about the correspondence of the fitted values and inference about associations (please see the key for more details)


-2 for not commenting on the relationship between the intercept and slope in these reparameterizations compared to the original analysis.


-0.5 You do not comment on how the p values will stay the same.


-0.5 for not providing any of the estimates


�This really is not enough detail to clearly answer the question.


�This is a bit unclear. It would be helpful if you were to provide the actual estimates to better demonstrate the point you are trying to make


�But it should be approximately the same since we used robust standard errors


�Score for 5: 0/10


You miss the very important point of the correspondence between each of these regressions with a single, binary predictor and the two-sample tests we learned about in BIOST 517. 


You do not mention how the methods would be similar.


Also your discussion of how the methods would be different is not relevant to this question because our analyses in problems 2 through 4 include only a single binary predictor


�This is not necessarily true (we could conduct stratified t-tests, for example, to adjust for confounding). While perhaps they may not adjust for confounding in “the robust way that a regression model can”, regardless this is not relevant for this question because our analyses in questions 2-4 do not account for any confounding either. What this question is getting at is the fact that since we have a single, binary predictor our analyses in Questions 2 thorugh 4 correspond roughly to a chi square test (problem 2), t test allowing for unequal variances (problem 3), and two-sample test of probability ratios (problem 4). 


�Why? We are specifically told to model maternal age as a continuous variable, not a binary variable.


�Score for 6a: 1/10


-5 for no methods section


-4 for analyzing age as a binary variable and not a continuous variable as we were asked; also, since you did not provide a methods section it is difficult for me to assess whether you should be awarded partial credit for appropriately interpreting the analysis you did carry out. I feel I cannot award you any points for your interpretation without knowing more about what you did.


I will award you one point because you clearly put at least some work into this problem. Please make sure on your next homework to describe your methods so that in case you make any mistakes your grader can have an idea of how to help you figure out where you went wrong.





�You cannot have a p-value be less than 0. You should report p < 0.0001 if your statistical software gives you an output p value of 0.


�Score for 6b: 0/10 


-5 for no methods


-5 for analyzing age as a binary variable and not continuous; Also, I tried to reproduce your analysis based on what information you provided (poisson regression with SGA as response and indicator for advanced maternal age as predictor) but was unable to get the same results as you. Finally, you do not report a CI which is, on the contrary, very important to report.


�This is not an acceptable reason for not reporting the CI. In fact, Scott has mentioned in class that it may even be more important to report the CI when our hypothesis test is not significant


�Score for 6c: 0/10


Same reasoning as for 6b





�It is very important to report the CI


�Score for 6d: 0/10


You do not provide an answer


�Score for 7: 0/10


No plot provided and no interpretation given.


�Sorry, but I think it is important that you know how to do this. If it was a computing in R issue, perhaps consider contacting our R TA? If you’re using STATA, perhaps one of the TAs could help you figure out how to fix whatever issues you were having?


�Score for 8a: 0/10


-5 for no methods


-5 for your analysis using the incorrect predictor. Especially, I’m not sure it makes sense to take the log of a binary variable (see comments below). Also, you do not report a CI for the analysis you do conduct which is very important to report. Also, you did not specify whether your p-value is one or two sided.





�What base?


�We would not want to take the log of a binary variable because log(0) does not exist and log(1) is zero. How did you deal with taking the log of zero?


�Regardless, this question is asking us to log-transform the continuous variable maternal age


�This is just copy-pasted from 6c


�It is very important to report the CI!


�Score for 8b: 1/5


The question is referring to a log transformation of the continuous variable maternal age, which you do not address (see the key for a good discussion of why this may or may not be ‘silly’ to do). 


You mention that it does seem silly to take the log of a binary variable, which I totally agree with. However, that is not relevant here as we are supposed to be log transforming a continuous measure of age, not the binary variable you created.






