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Homework #1
September 26, 2013

Written problems due at 5 pm, Thursday, October 3, 2013. Homeworks must be submitted electronically according to the instructions that will be distributed via email.

In this homework, we consider a couple examples of two different strategies of testing for experimental treatments:
1. Strategy 1: Test each treatment in one large “pivotal” RCT.
2. Strategy 2: Test each treatment in one small “pilot” RCT that screens for promising treatments. Any treatment that passes this screening phase, is then tested more rigorously in one larger “confirmatory” RCT.

To compare “apples with apples”:
· We pretend that we have 500,000 patients with disease X to use when evaluating ideas that we have formulated for treating disease X.
· We further pretend that 10% of our ideas correspond to drugs that truly work (so  = 0.10), and all those truly effective drugs provide the same degree of benefit θ = 1 to patients with disease X. The other 90% of our ideas correspond to drugs that provide no benefit to the patients (so θ = 0).
· In every RCT, the true variability of the patient data corresponds to V =  63.70335.


Problems using Strategy 1: Only Pivotal RCT
1. (A: Pivotal) Suppose we choose a type I error of  = 0.025 and a power of 97.5% (so  = 0.025) under the alternative hypothesis that the true treatment effect is θ = 1.
a. What sample size n will be used in each RCT? 	       979  


b. How many of our ideas will we be able to test? 	     _511
         500,000  / 979 = 510.7
c. How many of those tested ideas will be truly beneficial drugs? 	              51
        511 x 0.10 = 51.1
d. How many of the tested beneficial drugs will have significant results? 	               50
51 x 0.975 = 49.7
e. How many of those tested ideas will be truly ineffective drugs? 	        460
511 – 51 = 460
f. How many of the tested ineffective drugs will have significant results?	          12
460 x 0.025 = 11.5
g. How many of the tested drugs will have significant results?	        62
50 + 12 = 62
h. What proportion of the drugs with significant results will be truly beneficial? 	  0.8065 

50 / 62 = 0.8065   or 
2. (B: Pivotal) Suppose we choose a type I error of  = 0.025 and a power of 80.0% (so  = 0.20) under the alternative hypothesis that the true treatment effect is θ = 1.
a. What sample size n will be used in each RCT? 	500
b. How many of our ideas will we be able to test? 	1000
c. How many of those tested ideas will be truly beneficial drugs? 	100
d. How many of the tested beneficial drugs will have significant results? 	80
e. How many of those tested ideas will be truly ineffective drugs? 	900
f. How many of the tested ineffective drugs will have significant results?	23
g. How many of the tested drugs will have significant results?	103
h. What proportion of the drugs with significant results will be truly beneficial?       78% 
3. [bookmark: OLE_LINK3](C: Pivotal) Suppose we choose a type I error of  = 0.05 and a power of 80.0% (so  = 0.20) under the alternative hypothesis that the true treatment effect is θ = 1.
a. What sample size n will be used in each RCT? 	394
b. How many of our ideas will we be able to test? 	1270
c. How many of those tested ideas will be truly beneficial drugs? 	127
d. How many of the tested beneficial drugs will have significant results? 	102
e. How many of those tested ideas will be truly ineffective drugs? 	1143
f. How many of the tested ineffective drugs will have significant results?	57
g. How many of the tested drugs will have significant results?	159
h. What proportion of the drugs with significant results will be truly beneficial?	64% 
Problems using Strategy 2: Screening pilot RCT, followed by Confirmatory RCT
4. (D: Screening pilot study) Suppose we choose a type I error of  = 0.025 and a sample size of n = 100 for each pilot RCT. 
a. Under the alternative hypothesis θ = 1, what is the power? 	≈24%
b. If we use 350,000 patients in pilot RCT, how many ideas will we test? 	3500
c. How many of those tested ideas will be truly beneficial drugs? 	350
d. How many of the tested beneficial drugs will have significant results? 	84
e. How many of those tested ideas will be truly ineffective drugs? 	3150
f. How many of the tested ineffective drugs will have significant results?	79
g. How many of the tested drugs will have significant results?	163
h. What proportion of the drugs with significant results will be truly beneficial?	52% 
5. (D: Confirmatory trials) Suppose we choose a type I error of  = 0.025 and use all remaining patients in the confirmatory trials of each drug that had significant results in problem 4.
a. How many confirmatory RCT will be performed? 	163
b. What sample size n will be used in each RCT? 	922
c. Under the alternative hypothesis θ = 1, what is the power? 	96.7%
d. How many confirmatory RCTs will be for truly beneficial drugs? 	84
e. How many of the tested beneficial drugs will have significant results? 	81
f. How many confirmatory RCTs will be for truly ineffective drugs? 	79
g. How many of the tested ineffective drugs will have significant results?	2
h. How many of the tested drugs will have significant results?	83
i. What proportion of the drugs with significant results will be truly beneficial?	98% 
6.  (E: Screening pilot study) Suppose we choose a type I error of  = 0.10 and a power of 85.0% (so  = 0.15) under the alternative hypothesis that the true treatment effect is θ = 1. 
a. What sample size n will be used in each RCT? 	342
b. If we use 350,000 patients in pilot RCT, how many ideas will we test? 	1023
c. How many of those tested ideas will be truly beneficial drugs? 	102
d. How many of the tested beneficial drugs will have significant results? 	87
e. How many of those tested ideas will be truly ineffective drugs? 	920
f. How many of the tested ineffective drugs will have significant results?	92
g. How many of the tested drugs will have significant results?	179
h. What proportion of the drugs with significant results will be truly beneficial?	49% 
7. (E: Confirmatory trials) Suppose we choose a type I error of  = 0.025 and use all remaining patients in the confirmatory trials of each drug that had significant results in problem 6.
a. How many confirmatory RCT will be performed? 	179
b. What sample size n will be used in each RCT? 	838
c. Under the alternative hypothesis θ = 1, what is the power? 	95.2%
d. How many confirmatory RCTs will be for truly beneficial drugs? 	87
e. How many of the tested beneficial drugs will have significant results? 	83
f. How many confirmatory RCTs will be for truly ineffective drugs? 	92
g. How many of the tested ineffective drugs will have significant results?	2
h. How many of the tested drugs will have significant results?	85
i. What proportion of the drugs with significant results will be truly beneficial?	97% 
Comparisons

8. Of the 5 different strategies considered (problems 1, 2, 3, 4 and 5, or 6 and 7) which do you think best and why?

Strategy D (4 and 5) performs best.

The primary objective of this drug discovery process would be to maximize the Positive Predictive Values (PPV, the proportion of ideas with significant results that are truly beneficial).  Strategies A, B and C are inferior to D and E, because they have lower PPVs.  Although strategies, D and E have similar PPVs, it is somewhat higher for option D.  Additionally, option D is more efficient because the somewhat higher PPV is obtained with a lower number of participants per idea adopted.

In strategy D, compared to E in the screening trials, power (given that the alternative hypothesis of θ = 1 is true/treatment is beneficial, the probability of (correct decision) saying that the treatment is beneficial) is lower (and conversely the probability of (wrong decision) saying the treatment is not beneficial) is high.  Although intuitively this means we are unable to rule in as many potentially positive ideas as possible (which would partially be a goal of screening trials), there are efficiency gains (compared to strategy E) to being able to screen many more ideas because of the small sample size required in each screening trial.  The level of significance/type 1 error probability (given that the null hypothesis, θ = 0 is true/treatment is not beneficial, the probability of (wrong decision) saying the treatment is beneficial) is lower.  This allows us to reduce the chance that a treatment is allowed through the screening phase when it actually is not beneficial.

Another advantage of strategy D over E is that there are fewer ideas that are being tested in the confirmatory trials, therefore the size of each confirmatory trial will be larger and each trial consequently has higher power to detect the treatment effect.  There are also fewer expensive confirmatory trials with strategy D.


9. The above exercises considered “drug discovery” with randomized clinical trials. What additional issues have to be considered when we are using observational data to explore and try to confirm risk factors for particular diseases?


Known and unknown confounding factors – known confounders may be measured inaccurately, imprecisely or may not be completely measured.  This may give rise to misclassification problems and failure to adequately account for confounding in any analyses.  Unknown confounders will obviously not be measured.  In either case we may find spurious causal associations.

There is potential for effect modification that gives rise to multiple subgroup analyses, which in turn would lead to the multiple comparisons problem.  Many times studies are not powered for subgroup analyses, therefore post-hoc implementation of subgroup analyses leads to inflation of the type 1 error.  If this is not accounted for, the probability of declaring a treatment beneficial (or risk factor as causal), when it is actually not is higher.
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